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Chapter 1

Introduction to the Challenge of Cost and Value Management in Projects

The past 30 years have witnessed a dramatic increase in the number and variety of organizations engaged in project-based work. In addition to “traditional” project-oriented industries, like construction, aerospace, and pharmaceuticals, service industries as diverse as finance, utilities, telecommunications, and insurance are beginning to embrace project-based ventures.

This paradigm shift is due to growing recognition that projects and their effective management can provide organizations with a significant competitive edge through cost reduction, enhanced responsiveness, and overall value to customers. Consequently, a number of organizations have adopted many of the well-known techniques of project management, and professional project management organizations have witnessed marked increases in membership.

Despite this enormous interest in projects and project management practices, success rates in many industries are at alarmingly low levels. In addition, bad news about high-profile projects continues to dominate the headlines—in both the public and private sectors. Consider these recent examples:

London’s Costs for 2012 Soar. A British parliamentary committee criticized the spiraling costs of the 2012 London Olympics and called for greater transparency on finances. In November, Olympics Minister Tessa Jowell said infrastructure costs had risen by $1.8 billion from the $4.7 billion figure quoted in the bid. Some British lawmakers have speculated the total cost could reach more than $15.9 billion.¹

Lockheed Gets Navy Warning Shot. The Navy on Friday said it ordered Lockheed to stop work on the new coastal-waters warship because of big cost overruns. Construction on the first ship will continue, but the second Lockheed Martin ship is on hold and subject to a 90-day stop-work order. The Navy didn’t disclose the size of the cost increase, but the Lockheed Martin ship now is expected to cost $320 million or more. The ships are supposed to cost $220 million each once they are in production. The Navy acknowledged last year that the lead ships for each of two designs was more likely to cost on the order of $300 million each.2

Clearly, something is going wrong.

1.1 IMPORTANCE OF COST AND VALUE MANAGEMENT IN PROJECTS

The key features that define project success are twofold: managing costs to achieve efficiencies, and creating and enhancing value. These two elements enable project stakeholders to understand the activities and resources required to meet project goals, as well as the expenditures necessary to complete the project to the satisfaction of the customer.

Unfortunately, in the field of project management today, significant cost and schedule overruns are the norm, rather than the exception. In fact, recent research that examined the success rates of information technology (IT) projects indicates that the majority of these projects neither met their cost objectives nor delivered the promised value. For example:

- In a study of 300 large companies, consulting firm Peat Marwick found that 65 percent of hardware and/or software development projects were significantly behind schedule, were over budget, or failed to deliver value in terms of expected performance.3
- In a report on the current state of IT project implementation, the Standish Group predicted that out of a total of 300,000 projects that cost over $350 billion, approximately 43 percent will overshoot their initial cost estimates, while 63 percent will fall behind schedule and perform at only two-thirds of their expected capability.4 In other words, these projects will meet neither their cost nor their value objectives.
Why do these problems persist, despite the fact that tools for cost efficiency and value enhancement are widely used, and their benefits are well understood? One key answer is the lack of an integrated cost and value management framework.

Before we explore this integration of cost and value, a brief discussion of their concepts in relationship to projects is worthwhile. Both require well-defined and structured management processes, commonly referred to as cost and value management. Project cost management focuses on issues such as cost estimation and budgeting, cash flow management, and cost control. On the other hand, the emphasis of value management is on optimizing project value—given cost, time, and resource constraints—while meeting performance requirements such as functionality and quality.

Cost and value management remains a critical but often underrepresented issue for a couple of reasons. First, in this book, we define value as the relationship between meeting or exceeding the expectations of project stakeholders, as well as the resources expended to meet or exceed those expectations. This definition clearly implies that project cost and value are inextricably linked, to the point where any attempt to enhance project value without a thorough understanding of its impact on cost and associated trade-offs is meaningless.

Second, project value is a multidimensional concept. Different project stakeholders with different vested interests have different perceptions about what constitutes value to them. For example, the expectations of top management often leave IT project teams scrambling to complete projects as quickly as possible. Internal customers, however, may request additional features that will delay completion. Each stakeholder sees value in the finished project; however, the measures they use to determine value can actually conflict. And yet, despite these differences, the one constant in any attempt to enhance project value is its cost ramifications.

The inability to clearly understand this complex relationship between project cost and value is one of the primary reasons why it is an underrepresented issue. The following case example illustrates this point.

---

**Case Study: Boston’s Central Artery/Tunnel Project**

The Central Artery highway in Boston was first opened in 1959 with considerable fanfare. Hailed as a technical marvel and model of proactive urban planning, the elevated six-lane highway was designed through the middle of...
the city and was intended to handle a traffic volume of 75,000 vehicles a day. However, by the early 1980s, the highway was overburdened by a daily volume of over 200,000 vehicles. Consequently, the city of Boston experienced some of the worst traffic congestion in the country, with bumper-to-bumper traffic that lasted for over 10 hours every day. The traffic woes of the Central Artery highway were further exasperated by an accident rate that was over four times the national average. Clearly, the Central Artery had not only become inadequate to handle the city of Boston’s growing traffic volume, but had also become one of the most dangerous stretches of highway in the country.

To alleviate the problem, the City of Boston, under the supervision of the Massachusetts Turnpike Authority and with the help of Federal and State funding, came up with the Central Artery/Tunnel (CA/T) project, more commonly referred to in the Boston area as the “Big Dig.” The two main features of the CA/T project are (1) an eight- to ten-lane underground expressway replacing the old elevated roadway, with a 14-lane, two-bridge crossing of the Charles River; and (2) extension of I-90 by building a tunnel that runs beneath South Boston and the harbor to Logan Airport. The CA/T project that began in the city in the early 1980s has been a work in progress for nearly 20 years.

From the outset, the CA/T project faced enormous technical and logistic challenges. First, the project involved construction of eight miles of highway with a total of 161 lane miles, with almost half them to be constructed underground. The project at its peak required 5,000 workers, excavation of 16 million cubic yards of soil, and 3.8 million cubic yards of concrete. Second, all of these construction activities had to be performed without disrupting existing traffic patterns, the current highway system, and its traffic flows. The project began in 1983 with an original completion date of 1998 and a budget of $2.5 billion. However, neither the original budget nor the completion date has been met, and both have been revised upward frequently. For example, the original budget of $2.5 billion was adjusted to $6.44 billion in 1992, and $14.63 billion in 2003.

Because of the soaring cost projections and schedule overruns, the CA/T project has been source of considerable controversy. The situation was so bad that in 2000 a Federal audit of the project declared the Big Dig officially bankrupt. One of the audit’s significant conclusions was that the out-of-control costs were due primarily to management’s failure to hold contractors accountable for bids or mistakes. In fact, the public dissatisfaction over the delays and rising costs was so intense that the project manager of CA/T project had to resign. After more than 14 years of construction, the CA/T project was officially declared completed in the spring of 2006, in spite of the fact that some finishing work still remained. All of the tunnels and bridges and their connections and ramps to surface roads were opened to the public.
Unfortunately, the story does not end there. On July 10, 2006, the bolts holding four sections of cement ceiling panels (weighing 12 tons) failed, causing a section to collapse onto traffic below, where it tragically killed a commuter. Subsequent analysis of ceiling bolts in the rest of the tunnels showed 242 others already showing signs of stress, which led to a lengthy shutdown of the entire tunnel system for inspection and repairs.

Coupled with the March 2006 demand by the Massachusetts Attorney General for $108 million in refunds from contractors for “shoddy work” (including substandard concrete throughout the tunnel system), this event highlights the cloud under which the most expensive highway project in American history operates. Most recently, the State of Massachusetts formally assumed control of the Boston CA/T from the Turnpike Authority, and a concerted effort to pinpoint the causes of the Big Dig’s poor cost estimation and control has begun.

In the final analysis, the Big Dig was certainly a technological marvel. It will undoubtedly provide enhanced value to its users through significant reduction in traffic congestion, carbon monoxide emissions, and improving the “green” reputation of the city. From a public relations and cost perspective, however, the project is currently viewed as a disaster.

Today, the taxpaying public continues to justifiably ask the fundamental question: “Where is the value in a project that has gone on for many years past its due date—and threatens to continue disrupting the lives of commuters in the Boston area?” The Massachusetts Turnpike Authority (MTA) believes that the answers lie in poor cost management and lack of adequate oversight from project managers. 

This book was written to explore the dynamic relationship between project value and cost, as well as the mechanisms used to achieve integration between them. Our goals are fourfold: first, to provide practicing managers with a thorough understanding of the various dimensions of cost and value in projects, the factors that impact them, and the most effective managerial approaches for achieving cost efficiency and value optimization. Unlike most project management books, which deal with this topic from a tactical perspective, this book takes a strategic approach.

Second, the book thoroughly covers the various elements of value management from a project perspective, including planning, engineering, and analysis. In addition, we examine various project management decision areas that have the potential to enhance value, along with relevant managerial approaches that can be used to optimize that value. Third, we provide an integrated framework for managing cost and value that can be useful to practicing project managers. Finally, this book contains a good
deal of prescriptive advice on how to avoid common pitfalls in managing cost and value in projects.

We’ll begin by exploring the essential features of effective cost and value management.

1.2 KEYS TO EFFECTIVE PROJECT COST MANAGEMENT

Effective project cost management is an extremely complex process that begins very early during a project life cycle, and long before its actual start. Among the factors that influence success is a reasonable and accurate system for estimating costs. Table 1.1, drawn from Rodney Turner’s work, highlights some of the most important considerations when creating a cost estimation system.

Table 1.1  Keys to effective cost estimation

1. A clear, complete, and unambiguous definition of the project and the scope of work involved
2. A thorough assessment of the potential risks involved, with well-thought-out action plans to minimize their possible impact
3. A well-trained and competent project manager
4. A thorough understanding, by all stakeholders, of the various types of costs that are likely to be incurred throughout the life of the project
5. A project organizational culture where there is a free flow of communication, so that all project participants clearly understand their responsibilities
6. A well-defined project work structure where work packages are broken down into manageable sizes
7. Meaningful budgets, where each work package is allocated its appropriate share of the total budget, commensurate to the work involved
8. An accounting system and coding scheme that are well aligned with the work breakdown structure and are compatible with the organization’s management information system
9. A cost accounting system that will accumulate costs and allocate them to their relevant cost accounts as and when they are incurred
10. A prioritized and detailed work schedule, drawn from the work breakdown structure, which assigns and tracks the progress of individual tasks
11. Effective management of well-motivated staff, to ensure that progress meets or beats the work schedule
Table 1.1 Continued

12. A mechanism for comparing actual and planned expenditures for individual tasks, with the results extrapolated to cover the entire project.

13. The ability to bring critical tasks that are late back on schedule, including providing for additional resources or taking other prompt remedial measures.

14. Adequate and effective supervision to ensure that all activities are done right the first time.

15. Supervision of staff time sheets so that only legitimate times are booked to various cost codes.


17. Discreet investigation to confirm that the customer is of sound financial standing, with sufficient funds to make all contracted payments.

18. Similar investigation, though not necessarily as discreet, of all significant suppliers and subcontractors (especially those new to the contractor’s experience).

19. Effective use of competitive tendering for all purchases and subcontractors to ensure the lowest cost commensurate with quality and to avoid committing to costs that exceed estimates and budgets.

20. Proper consideration and control of modifications and contract variations, including charging all justifiable claims for price increases to the customer.

21. Avoidance of all nonessential changes, especially those for which the project customer will not pay.

22. Proper control of payments to suppliers and subcontractors to ensure that all invoices and claims for progress payments are neither overpaid nor paid too soon.

23. Recovery of all incidental expenses allowed for in the contract charging structure (for example, expensive telephone calls, special printing and stationery, travel, and accommodation).

24. Proper invoicing to the customer, ensuring that claims for progress payments or cost reimbursements are made at the appropriate times and at the correct levels, so that disputes that could delay payments do not arise.

25. Effective credit control to prevent payments from the customer from becoming long overdue.

26. Internal security audits to help prevent losses through theft or fraud.

27. Regular cost and progress reports to senior management, highlighting potential schedule or budget overruns in time for corrective action to be taken.

28. Cost-effective design, perhaps using value engineering.

29. Prompt action to close off accounts at the end of the project, to prevent unauthorized time bookings and other items from being charged to the project.
While this list is not all-inclusive, its elements do have a significant influence over the effectiveness of cost management for projects large and small. Of more immediate interest is the sheer complexity and breadth of an effective cost estimation system, suggesting that organizations intent on controlling their costs need to recognize that there is no such thing as a simple, quick fix. Rather, downstream project cost management rests heavily on the care and accuracy of detailed estimation occurring early in the project. As the old saying suggests, “We can’t fix what we can’t see.” Taken one step further, we can’t control what we did not plan for!

1.3 ESSENTIAL FEATURES OF PROJECT VALUE MANAGEMENT

“Project value” refers to the relationship between the needs of different project stakeholders and the resources used to satisfy them. What constitutes project value, however, can be hard to pin down, because different stakeholders have different views. The challenge of value management is to understand and reconcile these differences.

Essentially, value management focuses on enhancing project value, given cost and time constraints, without any negative impact on the project facility’s functionality, reliability, or quality. Effective project value management includes the following key features:

1. Careful analysis and identification of project needs and scope—The first step in effective value management lies in a clear project definition and scope analysis.
2. Thorough planning of the project and subsequent work—Effective planning helps to ensure that the project is developed to maximum cost efficiency with no unnecessary steps or wasted effort.
3. Identification of key areas of opportunities that can influence project value—The project team’s goal is to enhance positive features of the project while keeping control of costs. Carefully weighing the cost/benefit analysis for a project is the key to enhancing value.
4. Development of alternatives for exploiting the identified opportunities for improving project value—Multiple paths may be available for enhancing value, some of which are more cost effective than others.
5. **Evaluation of alternatives; development of proposals and action plans**—Performing a clear trade-off analysis can help create alternatives and select the best choices for improving value.

6. **Use of a performance monitoring system for tracking project value**—The project team must have the means to accurately monitor the project, gain timely and actionable information, and make “on-line” decisions and choices among alternatives.

7. **Ensure a free flow of communication that cuts across organizational boundaries**—To effectively manage for value, a cross-functional mindset must prevail throughout the organization, so that ideas, alternatives, and creative solutions have the widest possible arena for exploitation.

In the remainder of this chapter, we will present an overview of the various topics that are discussed in this book.

### 1.4 ORGANIZATION OF THE BOOK

The book’s key content and order of chapters are presented below, with Figure 1.1 providing the model for organization. We deliberately organized the book to resemble a project activity network, to illustrate the chronological sequencing of critical cost and value management activities, as well as the manner in which they must be integrated. This approach enables us to provide guidance regarding the important elements in these activities, and to offer some suggestions for a reasonable order in which to address them. Our ultimate aim is to propose an integrated framework by which project managers can incorporate cost and value thinking into their management style.

The opening chapter has explained the importance of this topic, reviewed the book’s organization, and provided examples of the nature and scope of the problem, as well as its impact on the larger economy. Chapter 2 focuses on why it is critical to identify the needs and scope of a project at the earliest possible stage. This enables a project activities framework to be developed and project performance to be monitored—both of which ensure that promised value is delivered. An accurate definition of project scope and needs also sets the stage for identifying resources and approximate costs for successful project completion. Finally, needs assessment can alert project stakeholders, very early in
the project life cycle, that the project as assigned may not meet needs and should be modified or canceled.

The next three chapters explore the topic of project cost management. Although the actual steps involved in the cost management process will depend on the nature of the project, the most commonly used sequence consists of cost estimation, budgeting, and cost control.

Chapter 3 covers cost estimation, which is important for a number of reasons. Estimation creates a standard against which actual expenditures can be compared, which in turn provides the basis for cost control. In addition, comparing cost estimates with estimates of return provides the basis for assessing project feasibility. When cost estimates are considered along with projected returns, they facilitate decision-making relating to project financing and funding. Cost estimates also provide mechanisms for managing cash flow during the course of a project, and for revising project activity duration—and they provide a framework for allocating resources as the project progresses. For example, as activity times are estimated on the basis of work content and resource availability, cost estimates for crashing project activities will help determine overall project acceleration costs. All of this is merely scratching the surface—we examine cost estimation in much greater detail throughout the course of the chapter.
Any discussion of project cost management must also include forecasting, which takes place at the front end of the project environment. Forecasting is the primary mechanism for ensuring that the project is on course, or for changing its direction if conditions in the project environment change. The context of our discussion relates to accurately forecasting activity times, as well as the relationship between project time/cost (also known as an S-curve), as they both have cost implications. Various approaches to forecasting—as well as some techniques that can be useful for forecasting activity times and the project S-curve—are found in the appendix to Chapter 3.

In Chapter 4, we discuss various concepts and approaches relating to project budgeting, which involves a combination of cost estimation, analysis, repetitive work, and, to a certain extent, intuition. An effective project budget is essentially a plan that integrates the allocation of resources, the project schedule, and the project’s goals. Meaningful budgets require intense communication among all interested stakeholders, make use of multiple sources of data, and are developed concurrently with the project schedule to ensure that all milestones can be met.

When it comes to project cost control, a frequently made mistake is to compare the predicted rate of expenditures over time with the actual costs incurred. Without factoring in some measure of the work completed for expenditures incurred, any comparison for the purposes of cost control will lead to erroneous conclusions. The earned value management (EVM) method solves this problem. In essence, EVM requires that not merely the planned expenditure and actual cost incurred are measured, but also the value of the work actually accomplished at the cost rates set out in the original budget. In addition, the information EVM provides about the efficiency with which budgeted money is used relative to realized value makes it possible to create forecasts about the estimated cost and schedule to project completion. The topic of project cost control, along with the concepts of EVM and S-curves, are examined in detail in Chapter 5.

In the next two chapters, we discuss two other topics that can have a direct influence on overall project costs: cash flow management and financial management. Cash flow management is a vital process that is inextricably linked to the project cost management process—without it, effective cost management cannot be achieved. Simply defined, cash flow is the net difference between the flows of money in and out of the project. Cash flow management is important from the perspectives of both the project sponsor and its contractors. The sponsor must have access to funds
to pay the contractor, and must be able to keep track of expenses and project progress. The contractor, on the other hand, should accurately monitor costs as they are incurred, bill the sponsor at the appropriate time, and have appropriate control systems to ensure that payments are received without excessive delays. The topic of managing cash flow is the focus of Chapter 6.

Project financing and its management is a vast subject area that cannot be examined in a single chapter. However, Chapter 7 covers some very important elements relating to the features and sources of project financing, and includes some key issues to consider in managing project finances. These are important elements of the overall project strategy—the ways in which a project is funded and its finances are managed have a significant impact on project cost, cash flow, and, most importantly, success. Sometimes, these outlays can be enormous and extremely risky: Boeing, for example, routinely commits well over $1 billion dollars in nonrecoverable R&D expenses for new project ventures. If the parent organization borrows the finances needed for the project, the money has to be repaid—regardless of success or failure.

The next series of chapters deal with how to manage and enhance value in projects. The topics include value management, change control and configuration management, project supply chain management, and quality management.

Chapter 8 explores the topic of value management in projects. Value management (VM) is a management style that focuses on enhancing overall business performance through innovation, skills development, and people motivation, and by creating synergies. Value management encompasses all value-enhancing techniques, including value planning, value engineering, and value analysis. In this chapter, we discuss issues such as the relationship between value management and value engineering, value planning, and value analysis, the difference between value and cost management, and various VM techniques.

The essence of configuration management (CM) is to gain the continual agreement of stakeholders regarding configuration and functionality of the project’s end product throughout the project’s lifecycle. By doing so, value to the project’s stakeholders is enhanced. Specifically, configuration management is the process by which the configuration of individual components manages the functionality of those components, as well as the functionality of the total product. Configuration management is also used to manage the work methods by which each component is made and
built in to the product. We will learn about CM and its various features in Chapter 9.

Chapter 10 covers supply chain management (SCM), a process that attempts to fully integrate the network of all organizations and their related activities in an efficient manner. The focus of SCM is to add value to the product or service at each stage of the chain, so that it meets or exceeds customer expectations. (For this reason, supply chains are often referred to as “value” chains.) While it has enjoyed great popularity elsewhere, SCM is only recently gaining ground among many project organizations. Consequently, project organizations not employing supply chain processes are continually plagued by problems of poor quality, low profit margins, and schedule and cost overruns. The reality is that project organizations with their multitude of suppliers have an urgent need to adopt SCM-related practices. To that end, we discuss the unique nature of project supply chains in this chapter, as well as some strategies for applying SCM-related concepts and techniques to projects.

The concept of “quality” is multidimensional. What constitutes quality, and how quality is defined, may vary among different customer groups. For example, among piano buyers, performing artists who have the knowledge and sophistication to evaluate the subtle differences between the piano’s tone and feel are more likely to buy a piano such as the Steinway Grand. Less sophisticated consumers, who are generally more interested in consistent quality, will more likely buy a Yamaha or Baldwin upright piano. In our chapter on value management, the concept of project quality is dealt with indirectly under the umbrella term of “value.” Similarly, the quality dimensions of performance and functionality are addressed in the material on configuration management. However, given the uniqueness of a project-based environment, the role of quality and its contribution in enhancing the overall value of projects takes on added importance. We examine the various aspects of a project’s quality and quality management in Chapter 11.

The final chapter is organized in a capstone format that provides an integrated framework incorporating the entire scope of this book. Our discussion focuses on the required processes that should be in place to effectively manage cost, time, value, and risk aspects of a project. For example, we explore how risk management approaches can be used to protect project value from inevitable uncertainties.

As we have said, one of the greatest challenges facing project managers today is the need to develop a better understanding of the roles that cost
and value management play in successful project implementation. Project management texts touch the surface of these duties, but it is a rare work that gives them their due. This is a pity, particularly given the numerous projects that fail due to the inability of project teams and organizations to effectively manage these twin requirements.

Readers will find that we offer a sequential methodology for addressing cost and value management. First, it is necessary to effectively plan for them. Just as we plan for a project’s development through sophisticated means such as work breakdown structures and network diagrams, we must include effective cost and value planning in our project management repertoire. Second, cost and value must be controlled on an ongoing basis. Projects, as we know, do not succeed or fail solely on the basis of sound planning—project execution requires us to apply those plans in a meaningful way. Likewise, cost and value management include a definite “control” process to monitor the ongoing status of cost and value and make necessary corrections. Finally, good project management also requires an evaluation stage, in which we analyze what went right and what went wrong. For cost and value management, the analysis component is equally critical. It is only through critical analysis that we learn. It is only through learning that we improve.

We believe that this book comes at an opportune time in the advancement of project management knowledge and processes. In recent years, projects have become one of the key means by which organizations add to their bottom lines—making it critical to master project-based skills, including cost and value management. Proficiency in these two areas will confer an important advantage on organizations competing with each other for profits, market share, and technical innovations. We hope that readers find much of “value” for themselves and their organizations in these pages.
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The value that a project delivers within an organization must be evaluated in terms of its contribution to strategic goals—if the project fails to provide value, it won’t survive. This link between corporate and project strategy is so critical that project value must be understood in this context.

For our discussion, corporate strategy is defined as the framework for articulating an organization’s overall goals and objectives, along with the means that will be used to accomplish them. Project strategy, in contrast, outlines various internal and external factors that will affect project success, as well as the processes and approaches that will be adopted to attain project objectives.

From an organizational point of view, projects invariably evolve out of corporate strategies. The corporate strategy is typically cascaded through several strategic business units, and is ultimately translated into a collection of program or project portfolios. Given available resources, these projects are the mechanisms through which corporate initiatives are implemented.1

In a project environment, all project planning is part of the larger umbrella process called project strategy. Therefore, linking project strategy to the corporate strategy ensures that project plans are not in conflict with corporate goals and objectives. Project planning, however, cannot be initiated unless there is a clear understanding of what the project is expected to accomplish, along with its overall scope. For this reason, project needs identification and scope definitions are fundamental prerequisites to managing a project’s cost and value.
Case Study: Evaluating Project Opportunities

Project-based organizations typically evaluate all project opportunities on a variety of criteria, usually including some notion of strategic “fit,” or alignment with corporate goals. For example, among the criteria Weyerhaeuser Corporation uses to evaluate new project opportunities are (1) significant changes in the external environment; (2) long-term future needs of lead customers; (3) business strategies, priorities, and technical needs; and (4) corporate strategic direction.

Hoechst Pharmaceuticals, The Royal Bank of Canada, Exxon/Mobil, Pfizer, and 3M are just a few of the organizations that recognize that effective projects must be directly aligned with corporate strategic objectives, and routinely screen all opportunities to verify this strategic fit. In all cases, regardless of the industry or “type” of project under consideration, a project will not be undertaken unless it is expected to contribute to and support corporate goals—no matter what the profit potential might be.  

Projects typically follow a life cycle, as shown in Figure 2.1. This life cycle consists of four stages: needs identification and conceptual development, project planning, project execution, and project termination. This model will be an important concept as we explore the main theme of cost and value management. This chapter focuses on the first two stages in the project life cycle as they relate to the critical activities in identifying project needs and developing appropriate and detailed plans to address those needs. Later chapters will continue to explore the manner in which

![Figure 2.1 Project life cycle stages](image)
we manage projects for value as they progress through the life cycle toward completion.

2.1 NEEDS IDENTIFICATION

The impetus to launch a project can originate either from the project organization or from an external customer. In both cases, needs identification is the first stage of the project life cycle. Projects initiated by the project organization can stem from the need to solve an underlying problem, or to exploit an opportunity in the external environment. In a similar fashion, an external customer who has identified a problem, or is dissatisfied with status quo, sees some benefit in launching a project that can result in substantial improvements over the existing condition. Needs identification from the external customer typically leads to the search for a contractor who can carry out the project, as well as the issuance of a request for proposal (RFP).

Regardless of the project’s source of origin, the one important principle in the needs identification stage is an unambiguous, clear definition of the problem or need so that the best possible solutions to the problem or the best possible approaches to meet the need can be found. The process of clear problem definition or needs identification may require extensive data collection to determine the problem’s nature and magnitude. Once this has been accomplished, it is possible to establish project goals and objectives.

During the project needs assessment phase, the needs of all project stakeholders must be clearly defined, with no ambiguity. At this juncture, it is not important to determine whether the project can satisfy all these needs, or to worry about the best approaches to meet them. All we are attempting to do during this stage is to identify the various and often-conflicting expectations of the different stakeholders.

When the needs of the project are clearly understood and defined, several benefits can accrue:

- First, it becomes possible to determine all project activities necessary to accomplish the desired results.
- Second, a sound basis is provided for monitoring and tracking project performance to ensure that the real needs identified for the project are, in fact, being met.
Third, the project organization can be alerted that the project as conceptualized may not meet the needs of the interested parties, and may have to be modified or canceled.

Fourth, the project organization is enabled to assess the importance of each need in terms of value delivered to the project as a whole, as well as the relative cost of each need. Armed with this vital information, it is possible to conduct a formal cost-benefit or cost-value analysis to determine whether or not to proceed with the project.

With all of this information in hand very early in the project life cycle, organizations are able to create a solid foundation for managing both the cost and value of the project. For example, let’s assume that a project team has identified ten needs for an information technology (IT) project. The task at hand is to prioritize these needs in terms of their contribution to cost and value of the project. Table 2.1 lists these ten needs and their corresponding impact on cost and value, expressed as percentages. As you can see, 100 points are distributed among the different needs, based on assumptions as to how well they are likely to affect project cost and value.

Next, the team generates a reasonable estimate of total project costs that will be derived from satisfying the ten identified needs. It is

<table>
<thead>
<tr>
<th>Project need</th>
<th>Cost impact in percentages</th>
<th>Value impact in percentages</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Cost reduction</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>2. Upgrade legacy software to new software system</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>3. Eliminate coding rework</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>4. 25% customer satisfaction improvement within 3 months</td>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>5. 10% lead-time response reduction within 6 months</td>
<td>29</td>
<td>33</td>
</tr>
<tr>
<td>6. 10% IT downtime decrease within 3 months</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>7. Streamline help desk response</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>8. Reduce billing errors by 20% within 3 months</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>9. 25% cycle time improvement within 6 months</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>10. Vendor selection</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>
determined that the effort will cost a total of $150,000, with the most expensive need, number five, estimated to cost $43,500. As a percentage of the overall costs, satisfying this need will have a 29 percent cost impact on the project. Likewise, successfully addressing project need number four, labeled “25 percent customer satisfaction improvement within three months,” is estimated to be the second most costly issue to resolve (20 percent of total costs, or approximately $30,000). However, successfully addressing this need will also have a significant positive effect through improving the project’s value.

Figure 2.2 is a plot of the data presented in Table 2.1. It can be clearly seen that project need number six (10 percent IT downtime decrease within three months) falls into the high-priority category, while needs one and ten are of low priority. The rest of the needs fall into the medium-priority category. It is interesting to note that project need number five (10 percent lead-time response reduction within six months) not only has the highest cost, but also delivers the highest value. In light of this, the project team needs to make a decision about the importance of this need to the overall project, as well as whether it’s worth addressing, despite its high cost.

Beyond understanding and identifying project needs, a project team must establish that the needs are, in fact, significant or have merit, and
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can be met at a reasonable, practical cost. This formulation will allow project managers and their teams to make reasonable cost/value trade-off decisions that are likely to have the greatest overall impact on the project. Once this analysis has been completed, we can consider the next stage of the project life cycle: conceptual development.

2.2 CONCEPTUAL DEVELOPMENT

The purpose of conceptual development is to pare down the complexity of the project to a more basic level. This process begins by focusing on project objectives and searching for the best possible ways to meet those objectives.4

To develop an accurate project concept, the project management team collects key pieces of data and information. The following are the critical steps in this process5:

- **Statement of goals**—In this step, the project team establishes that a need or problem exists that requires a solution, as well as how the project intends to address the need or solve the problem.
- **Gather information**—When gathering relevant pieces of data for the project, the search must be thorough and complete, and the project team must explore all available sources of information. This is a vital step in initiating the project, as it provides a clear picture of the existing state of affairs, possible supply sources, sources of funding, extent of top management support, and specific target dates for the project.
- **Constraints**—The project team should anticipate and must have a thorough understanding of the potential limitations that could adversely impact project development. These include constraints in terms of time, budget, or customer demand.
- **Alternative solutions**—The problem or need that the project is attempting to address typically has many alternative solution approaches. Searching for these alternatives prevents the project organization from initiating a project without first ensuring that more efficient or effective options exist. The search for alternative approaches requires that the nature of the problem is clearly understood. This, in turn, enables the project team to get a clearer understanding of the project’s characteristics, including its unique features, and provides a variety of ways for initiating and implementing the
project. During this process, it is very likely that the project team will be presented with an innovative or novel project development alternative.

- **Project objectives**—Conceptual development concludes with a clear statement of the final objectives for the project in terms of value that will be delivered, approximate cost that will be incurred, required resources, and expected completion time.

All of the steps in the conceptual development process function together as components of a system that ultimately affects the project’s value and cost. If each of the steps is properly executed, then the achievement of project objectives, in particular, the cost and value objective, will logically follow.

To completely and accurately address a problem or need, the project team must explicitly define it. The problem statement should include a concise description of project goals and objectives that can be easily understood by the project team. If a project is initiated without this, it will inevitably experience cost overruns and schedule delays.

Let’s assume, for example, that an organization is attempting to address a very simple problem of streamlining the link between the billing function and end-of-month reporting. If the goal of this IT project is vaguely defined as “improving billing and record-keeping operations,” it is possible that the IT department could misinterpret the goal and launch a project that provides a complex solution with multiple interactive screens, costly user retraining, and the generation of voluminous reports. In this case, poor problem definition could lead to a relatively simple solution being replaced by one that is unnecessarily complex and expensive.

A well-defined problem statement will provide the project team with a thorough understanding of the problem to be addressed—which, in turn, will pave the way for project value optimization, cost reduction, and eventual project success. In addition, it will provide a convenient reference point that the team can revisit should problems occur during project development.

### 2.3 THE STATEMENT OF WORK

The statement of work (SOW) is a detailed narrative of the work required to complete a project. The document clearly delineates the objectives and requirements of the project, and identifies key activities in broad terms.
A useful SOW also contains expected project outcomes and any funding or schedule constraints.

The statement of work often triggers the initiation of a project, with the performance and design requirements typically providing the basis for subsequent contractual agreements. Once the SOW becomes contractual, it is used to evaluate contractor performance. It also serves as a standard for evaluating the proposals of competing contractors in terms of whether they can meet stated performance requirements.

A statement of work moves from the general to the specific, beginning with background that includes a brief history of the reasons why the project is needed. Then, it identifies component tasks before moving to a more detailed discussion of each task objective and the approach necessary to accomplish it. A comprehensive SOW includes the following considerations:

- It defines all of the work to be completed, but without a high level of detail. This will enable the potential contractor to estimate probable project cost, levels of expertise needed, and resources required to complete the requirements.
- It includes design and performance requirements in both qualitative and quantitative terms, but does not describe specific technical requirements. For example, in an IT project, a SOW may instruct a contractor to develop, implement, test, and maintain a system, but will not state specifically how it should be done.
- It establishes, either directly or indirectly (by referencing other documents), the nonspecification requirements expected.
- It sets forth performance requirements for the contractor’s management in terms of expected results, although the exact procedures to achieve them are omitted.
- It establishes the criteria that will be used to evaluate the project as major phases are completed. Once this is accomplished, the document delineates all key tasks and subtasks of the project to be completed, including a narrative description of the work required.
- It clearly states the specific duties of the contractor, with no uncertainty as to whether or not the contractor is obligated to perform certain tasks. In addition, a SOW should include only the minimal specifications and standards relevant to the task, and should be tailored to limit costs. Also, only the documents needed to satisfy existing requirements should be referenced. There should be a clear
demarcation between the background information and suggested procedures and the responsibilities required of the contractor.

- It should include a brief scope statement of what is included and excluded from the SOW. Under no circumstances does the scope section include directions to perform the work, specification of data requirements, or description of the deliverable products.
- It typically includes a section on documents. This section contains a list of only those documents referenced in the work requirements. While this section is initially left blank, it is updated whenever documents are identified for inclusion. Unless otherwise stated, total compliance with the documents listed is absolutely required—improper document referencing can be a major source of cost escalation.7

Table 2.2 is a standard template for the construction of a reasonably detailed SOW for most projects. Obviously, the unique characteristics of individual projects may require that you provide greater or lesser degrees of detail.8

Table 2.2 Elements in a comprehensive statement of work

<table>
<thead>
<tr>
<th>Date Submitted</th>
<th>Revision Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project Name</td>
<td>Project Identification Number</td>
</tr>
<tr>
<td>SOW Prepared by:</td>
<td></td>
</tr>
</tbody>
</table>

1. DESCRIPTION AND SCOPE
   a. Summary of Work Requested
   b. Background
   c. Description of Major Elements (Deliverables) of the Completed Project
   d. Expected Benefits
   e. Items Not Covered in Scope
   f. Priorities Assigned to Each Element in the Project

2. APPROACH
   a. Major Milestones/Key Events Anticipated

<table>
<thead>
<tr>
<th>Date</th>
<th>Milestone/event</th>
</tr>
</thead>
</table>
Table 2.2 Continued

b. Special Standards or Methodologies to be Observed
c. Impact on Existing Systems or Projects
d. Assumptions Critical to the Project
e. Plans for Status Report Updates
f. Procedures for Changes of Scope or Work Effort
3. RESOURCE REQUIREMENTS
   a. Detailed Plan/Rationale for Resource Needs and Assignments

<table>
<thead>
<tr>
<th>Person</th>
<th>Role and rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

b. Other Material Resource Needs (Hardware, Software, Materials, Money, etc.)
c. Expected Commitments from Other Departments in Support
d. Concerns or Alternatives Related to Staffing Plan
4. RISKS AND CONCERNS
   a. Environmental Risks
   b. Client Expectation Risks
   c. Competitive Risks
d. Risks in Project Development (Technical)
e. Project Constraints
f. Overall Risk Assessment
g. Risk Mitigation or Abatement Strategies
5. ACCEPTANCE CRITERIA
   a. Detailed Acceptance Process and Criteria
   b. Testing/Qualification Approach
c. Termination of Project
6. ESTIMATED TIME AND COSTS
   a. Estimated Time to Complete Project Work
   b. Estimated Costs to Complete Project Work
   c. Anticipated Ongoing Costs
7. OUTSTANDING ISSUES
2.4 PROJECT PLANNING

The next stage of the project life cycle is project planning. At this stage, we assume that a contractor or project organization has been chosen to develop and implement the project.

Two of the most important aspects of project planning are project scope definition, which sets the stage for developing a comprehensive project plan, and the development of the work breakdown structure (WBS). Scope definition establishes the criteria that will be used to evaluate whether the major phases of the project have been completed. The outcome of this process is to develop a document called the work scope document, which describes project objectives and requirements.

The terms “project scope” and “statement of work” are often used synonymously, and there are many similarities between the two. However, there is an important difference. While the SOW document is developed by the project client, the scope document is developed by the contractor or project organization responsible for developing and implementing the project. Once the client chooses the contractor for the project, the SOW document can be used as the basis for further refinement, typically as a result of negotiations between the contractor and the client. The outcome of this process is the project scope document, which serves as the foundation for all downstream project development activities.

A full and complete definition of the project scope leads to the next most important step in project planning: the development of the work breakdown structure (WBS). In this phase, the overall project is broken into manageable and well-defined work packages. The creation of a WBS ensures that no element of work is overlooked or duplicated, and that the relationships among work packages are clearly identified and understood.

The WBS is the basis on which project schedules and cost estimates are developed, and also provides the framework for assigning management and task responsibilities. While we will discuss WBS in more detail later in this chapter, it is important to note that a well-defined project scope and an accurate WBS are the twin pillars for ensuring project success. The two, in tandem, constitute the basis for effective project cost and value management.
2.5 PROJECT SCOPE DEFINITION

The first major endeavor of the project planning team is to identify, in broad terms, the principal activities to be undertaken. While elaborate detail is not required, the range of activities must encompass all of the work that needs to be completed, as well as all of the major participants. Subsequently, a document is developed that identifies and describes all the principal tasks and subtasks to be completed, with a complete description of the work required. This is the project scope document.

2.5.1 Purpose of the Scope Definition Document

The purpose of the scope definition document is to provide the project organization and the project manager with a road map of both the work to be completed, as well as the types of final deliverables sought. In some aspects, the scope document and the SOW are practically identical. For example, while the scope document may describe the end product or service to be produced and delivered by the project, it should not be treated as a document for technical specifications. (Technical specifications documents are developed independently and separately from the scope document, and are subject to frequent revisions, particularly for innovative or developmental projects.)

In addition, while information such as the target delivery date and target budget are included, the main purpose of the scope document is to thoroughly and comprehensively define the work to be completed and the expected deliverables. Typically, the scope document presents schedule requirements at some broad level that may only identify the starting and ending dates, as well as any major milestones.

2.5.2 Elements of the Scope Definition Document

Several key elements must be included in a scope document. Like the SOW, the scope document also includes project objectives, deliverables, milestones, technical requirements, and limits and exclusions. In addition, the scope document should also include a section for reviews with customers. We will now examine these elements in detail, along with several aspects and issues involved in developing a scope document.
The scope document should clearly and explicitly describe the objectives of the project, generate a detailed, comprehensive list of all deliverables, and delineate all work requirements. This list enables the project team to determine the nature of the work to be performed, the project team members responsible for specific work, and the expected outcome at completion.

Because the scope document is developed during the early stages of the project, it will undergo extensive revisions and will be frequently updated throughout the life cycle of the project. It is very likely that the scope of the project may be diminished or enhanced, and, as a consequence, the work content of the project may change. It is important to analyze and assess the impact of changes to the scope, so that the necessary adjustments to the project’s schedule and budget can be made. It is also important to obtain necessary approvals before the project scope is changed, with all project stakeholders informed of the changes.

The scope document should also define the limits of the project’s scope by clearly identifying any aspects that will not be the responsibility of the project organization or contractor. For example, in a house construction project, the installation of a concrete driveway may be included in the project scope, while landscaping may be excluded and left to the owner. Failure to identify those aspects can lead to false expectations or an unnecessary waste of time and resources.

The level of detail and description in the scope document depends on the customer, the project organization, and, to a great extent, the nature of the project itself. Returning to our example of the construction of a house, the scope document can be relatively simple and straightforward. On the other hand, for a project such as the $200 billion Joint Strike Fighter (JSF) program—one of the largest and most complex project management undertakings in history—the scope document is bound to be highly descriptive and complex.

A well-defined project scope document has often been cited as one of the most critical project success factors. Consequently, great care should be taken in its development. Some of the common shortcomings seen in poorly designed scope documents include the following:

- Lack of clear distinction among tasks, standards, specifications, and approval procedures
- Lack of a coherent structure, pattern, or chronological order
- Failure to fully describe the tasks to be completed
• Use of confusing, vague, overly general, or incorrect language
• Failure to receive customer review

When these occur, the undesirable consequence is total misinterpretation of the project scope, by both the customer and other subcontractors. This inevitably leads to disputes and misunderstandings over what needs to be done and what is excluded in project development.

Table 2.3 is an example of a scope document for the construction of a house. As you go through it, you can see examples of the scope document elements discussed in this chapter.

2.5.3 Project Scope Changes

As we’ve said, changes to the original project scope occur frequently over the course of a project. They may happen for any number of legitimate reasons, including a technical breakthrough that renders the original goals obsolete; a desire to alter the project’s functionality or cut features to save money; the discovery of unanticipated physical difficulties, such as poor soil properties or groundwater at a construction site; and so forth. Customers who want additional features often initiate scope changes, as do contractors.

Regardless of their causes, scope changes remain a seemingly inevitable phenomenon that must be addressed and managed if project cost overruns, schedule delays, and even failure are to be avoided. These negatives can be greatly minimized if the original scope document contains clear, precise performance requirements, task descriptions, and resource requirements that can be understood and agreed to by the various project stakeholders. For these reasons, many project organizations have developed detailed manuals for preparing scope documents.

Because the scope document is developed during the early stages of project planning, it is impossible to foresee all of the work or the extent of work that may be needed later on in the project. Therefore, during scope document preparation, it is important to completely list all of the assumptions that were made, and include it as an appendix to the document. In the event that an assumption is rendered invalid during the course of the project’s progress, necessary amendments to the scope document should be made.
Table 2.3 Scope document for a house construction project

**PROJECT OBJECTIVE**
To construct a high-quality, custom home within seven months at a cost not to exceed $250,000.

**DELIVERABLES**
- A 2400-square-foot, 2-bath, 4-bedroom, finished home
- A finished garage, insulated and sheet rocked
- Kitchen appliances to include range, oven, microwave, refrigerator
- High-efficiency gas furnace with programmable thermostat
- Air conditioning is included

**MILESTONES**
1. Permits approved—March 5
2. Foundation poured—March 14
3. Dry in. Framing, sheathing, plumbing, electrical, and mechanical inspections passed—May 25
4. Final inspection—June 7

**TECHNICAL REQUIREMENTS**
1. Home must meet local building codes.
2. All windows and doors must pass NFRC class 40 energy ratings.
4. Ceiling insulation must meet and “R” factor of 38.
5. Floor insulation must meet and “R” factor of 25.
6. Garage will accommodate two large-size cars and a storage area.
7. Structure must pass seismic stability codes.

**LIMITS AND EXCLUSIONS**
1. The home will be built to the specifications and design of the original blueprints provided by the customer.
2. Owner responsible for landscaping.
3. Dishwasher is not included among kitchen appliances.
4. Contractor reserves the right to contract out services.
5. Contractor responsible for subcontracted work.
6. Site work limited to Monday through Friday, 8:00 a.m. to 6:00 p.m.

**CUSTOMER REVIEW**
Doug and Donna Smith
Within reasonable limits, a project manager can accommodate changes to the project scope as long as the project deadline and budget can be met. On the other hand, if there is any risk of exceeding the project completion date or budget, a more formal approach to managing scope changes is warranted. In the event that such a scope change is deemed imperative, the customer and all project stakeholders should be consulted, and a formal review should take place before the change is made. To effectively manage this process, it is absolutely essential to define the responsibilities of the various project stakeholders during the preparation of the scope document, and to identify the person responsible for making the necessary decisions at the appropriate time.

### 2.6 WORK BREAKDOWN STRUCTURE

A project team armed with a well-defined project scope document can proceed to the next most important phase in project planning: development of the work breakdown structure (WBS). The WBS is a hierarchical structure in which all of the major phases of project work are organized in a logical manner. Simply stated, it is a layout of how the work of the project ought to be performed and managed.

The WBS links together the project scope, the schedule, and the cost elements, and forms the basis for the entire project information structure. It provides the framework that captures the project’s work information flows, as well as the mechanism for tracking the project’s schedule and progress. It also provides the basis for summarizing and reporting the project’s cost data.

In essence, the WBS creates a common framework that

- Presents the entire project as a series of logically interrelated elements
- Facilitates project planning
- Provides the basis for estimating and determining project costs and budgets
- Provides the mechanism for tracking project performance, cost, and schedule
- Provides the basis for determining the resources needed to accomplish project objectives
- Provides the mechanism for generating project schedule and status reports
• Triggers the development of the project network and control systems
• Facilitates the assignment of responsibilities for each work element of the project

Graphically, we can imagine a WBS along the lines shown in Figure 2.3. There are some important features to note here. First, the breakdown of project activities is hierarchical, moving from the overall project level, down through specific project deliverables (and sometimes subdeliverables), and finishing with work packages. According to the Project Management Institute’s PMBoK, work packages are the elemental tasks at the lowest level in the WBS and represent basic project activities for which duration and budget figures can be assigned.

Along with a well-defined project scope document, a WBS with sufficient levels of detail is an invaluable tool for managing scope change. Project scope can easily be expanded or diminished by including or eliminating the appropriate work packages, and by making the necessary adjustments in terms of resources and schedules.

### 2.6.1 Types of Work Breakdown Structures

There are many different types of work breakdown structures. The **product-based WBS** is most suitable for projects that have a tangible
outcome, such as the design and construction of a tunnel, or a new fighter jet prototype. In these kinds of product-based work breakdown structures, it is relatively easy to break the project into deliverables, subdeliverables, and ultimately into manageable work packages. A product-based WBS also facilitates cost estimation of the various product components, which in turn provides a basis for comparison with the project’s actual cost performance. An example of a product-based WBS is shown in Figure 2.4.

In an organizational breakdown structure, known as OBS, the organizational units responsible for completing the work requirements of the project are integrated into the structure. The clear advantage of an OBS is that it establishes, in a hierarchical format, accountability, responsibility, and reporting relationships for the various organizational units that are involved in completing the work. An example of an OBS is shown in Figure 2.5.

When a project involves a series of phases or tasks, such as in an information systems project, a process-oriented WBS is more appropriate. Unlike a product-based WBS, a process-oriented WBS involves completion of major tasks in sequence as the project evolves over time. In general, a process-oriented WBS can be better integrated with the overall project, because the tasks can be delineated to the lowest level, while the product-based WBS is most useful for accumulating product cost information. In addition, hybrid structures that involve a combination of features from both product- and process-based structures can be used. An example of a process-oriented WBS is shown in Figure 2.6.
In the present-day project environment, with its proliferation of computerized project management systems, both types (product and process) of WBS can be used. However, the choice really depends on the particular project, its purpose, the organization’s information system and how it interfaces with the other organizational units, and, ultimately, how useful it is as a planning aid.

2.6.2 Work Breakdown Structure Development

The construction of the WBS is worthy of special consideration, because it is critical to the information structure that will be set up to cover most of the project’s managerial data set. In this section, we review the procedure for constructing a WBS, as well as some of the practical aspects that should be considered in developing one.
Constructing a WBS is a group effort. The responsibility for the top three levels usually lies with the project manager, who typically works with other managers to develop the major deliverables found there. At the lower levels, however, input into the details should come from those responsible for the day-to-day work. In addition to the project team, each person responsible for a specific work package must be consulted.

There are no universal standards as to the number of levels to use in a WBS. This is typically dictated by the complexity of the project, and the number and nature of the activities. Most have three or four levels at a minimum, although more may be needed if there are significantly more subdeliverables and work packages.

As a rule, the greater the number of work packages, the greater the amount of time, effort, and cost incurred in developing the WBS. However, the increased number of packages also significantly enhances the accuracy of project status monitoring and reporting. On the other hand, larger but fewer work packages reduce the cost of WBS development, but the accuracy of project status monitoring and reporting suffers. In most practical situations, a compromise on the number and size of work packages is struck.

The most important levels in the WBS development process are the top few levels, which represent the project and associated major deliverables,
and the lowest levels, which represent the work activities that are to be scheduled and resourced. Typically, the intermediate levels are an aggregation of the lower-level activities, and serve as the mechanism for reporting. The intermediate levels can also be used to set up cost accounts through which cost and budgetary information can be gathered and monitored.

A WBS should be constructed by separating the total work, in a hierarchical framework, into discrete and logical subelements that reflect completeness, compatibility, and linkage to the project’s end item. This hierarchical structure facilitates the aggregation of budget and actual costs incurred into larger cost accounts. In this way, the total value of the work at one level is an aggregation of all the work completed one level below, which enables project work and cost performance to be monitored. The WBS should also reflect all of the project requisites, as well as functional requirements, and should incorporate both recurring and nonrecurring costs.

In a WBS, the lowest level consists of tasks of short duration that have a discrete start and end point. Because they consume resources, costs are often reported at this work package level. Work packages serve as control point mechanisms for monitoring and reporting performance, in terms of whether associated tasks were completed according to specifications, on time, and within budget. The responsibility for completing work packages should be assigned to the appropriate organizational units and individuals, and the resulting WBS should reflect the reporting requirements of the organization.

We can develop a WBS by one of two methods: top-down or bottom-up.

- The **top-down approach** begins with the total work required to produce the project’s end product. This is successively broken down, first into major work blocks and then into more detailed work package levels until a required level of detail has been achieved.
- The **bottom-up approach** begins with a comprehensive list of all the activities or tasks required to complete the project. Then it moves up, in a hierarchical format, first to work packages, then to cost accounts, and so on, until the top level represents the total work to be performed.

It is highly unlikely that the first version of the WBS will be the last. More often than not, it will undergo frequent revisions in response to
feedback that work must be broken into more detailed tasks. Clearly, only individuals who have a thorough knowledge of the work to be performed can conduct the appropriate level of detailed breakdown. In addition, it is impossible to establish estimates of task duration, resource requirements, and the network of precedence relationships among activities without complete agreement on details at the lowest level. One final caveat: while the WBS is very much a part of the overall project planning process, the two data sets for project planning and the work breakdown structure are distinct entities and should be kept separate.

2.6.3 Coding of Work Breakdown Structures

Correctly coding a WBS facilitates the identification and definition of its various levels and elements. Coding schemes also enable consolidation of reports at any level of the WBS, which makes them useful for tracking budgetary and cost information. While a variety of schemes can be used, the most common method is numeric indentation.

For example, in the product-based WBS shown in Table 2.4, code 1040 indicates the step of seeking and hiring an IT consultant, while one of the work packages for this deliverable, 1041, requires that the company form a search committee. This kind of coding process is repeated for each WBS element.

Just as the hierarchical levels become more specific as we move down, project coding typically follows a similar degree of specificity. For example, in the task-based WBS for a hypothetical MIS installation project shown in Table 2.4, code 1000 designates the final deliverable, while code 11200 represents the lowest manageable subdeliverable. Other features that can be incorporated in a WBS include the use of alpha characters and additional numeric characters to indicate the type of work, geographical location, vendor type, and so on.

2.6.4 Integrating the WBS and the Organization

The final phase of WBS development is integrating it with the various organizational units. This is done to identify the organizational units responsible for performing the work, to provide a framework for
Table 2.4  Example of a WBS for a MIS installation project

<table>
<thead>
<tr>
<th>Breakdown</th>
<th>Description</th>
<th>WBS Code</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MIS Installation Project</strong></td>
<td></td>
<td>1000</td>
</tr>
<tr>
<td>Subproject 1</td>
<td>Match MIS to organizational tasks and problems</td>
<td>1010</td>
</tr>
<tr>
<td>Activity 1</td>
<td>Conduct problem analysis</td>
<td>1011</td>
</tr>
<tr>
<td>Activity 2</td>
<td>Develop information on MIS technology</td>
<td>1012</td>
</tr>
<tr>
<td>Subproject 2</td>
<td>Identify MIS user needs</td>
<td>1020</td>
</tr>
<tr>
<td>Activity 1</td>
<td>Interview potential users</td>
<td>1021</td>
</tr>
<tr>
<td>Activity 2</td>
<td>Develop presentation of MIS benefits</td>
<td>1022</td>
</tr>
<tr>
<td>Activity 3</td>
<td>Gain user “buy-in” to system</td>
<td>1023</td>
</tr>
<tr>
<td>Subproject 3</td>
<td>Prepare informal proposal</td>
<td>1030</td>
</tr>
<tr>
<td>Activity 1</td>
<td>Develop cost/benefit information</td>
<td>1031</td>
</tr>
<tr>
<td>Subproject 4</td>
<td>Seek and hire MIS consultant</td>
<td>1040</td>
</tr>
<tr>
<td>Activity 1</td>
<td>Delegate members as search committee</td>
<td>1041</td>
</tr>
<tr>
<td>Activity 2</td>
<td>Develop selection criteria</td>
<td>1042</td>
</tr>
<tr>
<td>Activity 3</td>
<td>Interview and select consultant</td>
<td>1043</td>
</tr>
<tr>
<td>Subproject 5</td>
<td>Seek staff and departmental support for MIS</td>
<td>1050</td>
</tr>
<tr>
<td>Subproject 6</td>
<td>Identify the appropriate location for MIS</td>
<td>1060</td>
</tr>
<tr>
<td>Activity 1</td>
<td>Consult with physical plant engineers</td>
<td>1061</td>
</tr>
<tr>
<td>Activity 2</td>
<td>Identify possible alternative sites</td>
<td>1062</td>
</tr>
<tr>
<td>Activity 3</td>
<td>Secure site approval</td>
<td>1063</td>
</tr>
<tr>
<td>Subproject 7</td>
<td>Prepare a formal proposal for MIS introduction</td>
<td>1070</td>
</tr>
<tr>
<td>Subproject 8</td>
<td>Develop RFPs from vendors</td>
<td>1080</td>
</tr>
<tr>
<td>Activity 1</td>
<td>Develop criteria for decision</td>
<td>1081</td>
</tr>
<tr>
<td>Activity 2</td>
<td>Contact appropriate vendors</td>
<td>1082</td>
</tr>
<tr>
<td>Activity 3</td>
<td>Select winner(s) and inform losers</td>
<td>1083</td>
</tr>
<tr>
<td>Subproject 9</td>
<td>Conduct a pilot project (or series of projects)</td>
<td>1090</td>
</tr>
<tr>
<td>Subproject 10</td>
<td>Enter a contract for purchase</td>
<td>10000</td>
</tr>
<tr>
<td>Subproject 11</td>
<td>Adopt and use MIS technology</td>
<td>11000</td>
</tr>
<tr>
<td>Activity 1</td>
<td>Initiate employee training sessions</td>
<td>11100</td>
</tr>
<tr>
<td>Activity 2</td>
<td>Develop monitoring system for technical problems</td>
<td>11200</td>
</tr>
</tbody>
</table>
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summarizing performance, and to provide a link between the organizational unit and cost control accounts. The end result of this process is the aforementioned organizational breakdown structure (OBS), which shows how the firm has organized to discharge work responsibility. The intersection of work packages and organizational units generates cost accounts that will be used later for project control purposes.

An example of how WBS levels and tasks can be linked with budget and personnel is shown in Table 2.5.

<table>
<thead>
<tr>
<th>WBS Code</th>
<th>Budget</th>
<th>Responsibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>700,000</td>
<td>Stevie Rocco, MIS Manager</td>
</tr>
<tr>
<td>1010</td>
<td>5,000</td>
<td>Peg Thoms</td>
</tr>
<tr>
<td>1011</td>
<td>2,500</td>
<td>Peg Thoms</td>
</tr>
<tr>
<td>1012</td>
<td>2,500</td>
<td>Dave Winfield</td>
</tr>
<tr>
<td>1020</td>
<td>2,750</td>
<td>David Spade</td>
</tr>
<tr>
<td>1021</td>
<td>1,000</td>
<td>David Spade</td>
</tr>
<tr>
<td>1022</td>
<td>1,000</td>
<td>Demi Moore</td>
</tr>
<tr>
<td>1023</td>
<td>750</td>
<td>Ken Griffey</td>
</tr>
<tr>
<td>1030</td>
<td>2,000</td>
<td>James Garner</td>
</tr>
<tr>
<td>1031</td>
<td>2,000</td>
<td>James Garner</td>
</tr>
<tr>
<td>1040</td>
<td>2,500</td>
<td>Susan Hoffman</td>
</tr>
<tr>
<td>1041</td>
<td>- 0 -</td>
<td>Susan Hoffmann</td>
</tr>
<tr>
<td>1042</td>
<td>1,500</td>
<td>Susan Hoffman</td>
</tr>
<tr>
<td>1043</td>
<td>1,000</td>
<td>Kim Basinger</td>
</tr>
<tr>
<td>1050</td>
<td>- 0 -</td>
<td>Ralph Nader</td>
</tr>
<tr>
<td>1060</td>
<td>1,500</td>
<td>George Bush</td>
</tr>
<tr>
<td>1061</td>
<td>- 0 -</td>
<td>John Kerry</td>
</tr>
<tr>
<td>1062</td>
<td>750</td>
<td>Sammy Sosa</td>
</tr>
<tr>
<td>1063</td>
<td>750</td>
<td>Barry Bonds</td>
</tr>
<tr>
<td>1070</td>
<td>2,000</td>
<td>Bob Williams</td>
</tr>
<tr>
<td>1080</td>
<td>250</td>
<td>Beth Deppe</td>
</tr>
<tr>
<td>1081</td>
<td>- 0 -</td>
<td>Kent Salfi</td>
</tr>
<tr>
<td>1082</td>
<td>250</td>
<td>James Montgomery</td>
</tr>
<tr>
<td>1083</td>
<td>- 0 -</td>
<td>Bob Williams</td>
</tr>
<tr>
<td>1090</td>
<td>30,000</td>
<td>Debbie Reynolds</td>
</tr>
<tr>
<td>10000</td>
<td>600,000</td>
<td>Jeff Pinto</td>
</tr>
<tr>
<td>11000</td>
<td>54,000</td>
<td>David Spade</td>
</tr>
<tr>
<td>1110</td>
<td>30,000</td>
<td>David Spade</td>
</tr>
<tr>
<td>1120</td>
<td>24,000</td>
<td>Michael Jordan</td>
</tr>
</tbody>
</table>
2.6.5 Guidelines for Developing a Work Breakdown Structure

At this point, it should be clear that there are no universal standards or rules that can be applied to developing a WBS—which can make it a challenging and daunting task. However, the following guidelines may be useful in many situations:

1. Each element of a WBS, at any level, should be tied to the deliverables at that level. In this way, there will be no ambiguity about whether an activity has been completed (product delivered) or whether it is still ongoing (product not yet delivered).

2. Each element of a WBS at a higher level should be broken down into more than one element at the immediate lower level. If this does not happen, then one of the levels is redundant. The only exception is when upper levels are mandated by procedural requirements.

3. Each element of a WBS at the lowest level must be assignable as an integral unit to a single department, vendor, or individual. This is the first part of the answer to the question, “What level of detail should exist within the WBS?” If no one department, vendor, or individual is responsible for an activity, then not only may there be accounting and scheduling problems, but no one is likely to assume responsibility for it.

4. The riskier elements of the WBS should be broken down into greater details to enable the risks to be identified and dealt with. This is the second part of the answer to the question, “What level of detail should exist within the WBS?”

5. In developing the WBS, it is important to distinguish between it and the project plan. As both the work breakdown structure and the cost structure feed information into the overall project plan, these three entities are interrelated—and any changes to any one of them may have an impact on the others.

In closing, the project management concepts discussed in this chapter are of paramount importance to effective cost and value management. Without a precise definition of project needs, a well-defined SOW and project scope documents, and an accurate and well thought-out WBS, neither value optimization nor efficient management of costs in projects is possible.
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Horror stories of project failures due to unprecedented cost overruns are reported in the business press on almost a daily basis. Of these, London’s Millennium Dome serves as a classic case study.

**Case Study: London’s Millennium Dome**

One of the central features of London’s millennium celebration was the creation of the Millennium Dome, a project that invoked strong “love it/hate it” feelings from day one. Aesthetic controversies aside, when it comes to poor cost estimation and misguided optimism, the Millennium Dome stands supreme.

Built on the site of a former gasworks in Greenwich, southeast London, the 20-acre, circular, tent-like building is twice the size of the Georgia Dome in Atlanta and has the largest roof of any structure in the world. In 1996, when the British government announced plans for the Dome, it was intended to be a celebration of British achievement and progress, with each of its 14 interior zones represented by titles such as “Learning” and “Journey.” Although similar in theme to Walt Disney World’s Epcot Center in Florida, the Dome offered audiences the opportunity to meander at their own pace, rather than offering structured rides.

Upon their ascension to power in 1997, the Labor government of Tony Blair seized on the project with enthusiasm, suggesting that its enormous cost could be safely funded through national lottery money. By the time the Dome was completed, the total cost was estimated at $1.2 billion dollars, including the construction of a public transportation line (parking at the site could accommodate only one percent of daily projected visitors), and other ancillary support services. The British government was not unduly worried, as it estimated that the 12 million visitors needed to break even would quickly
swarm to the site, making the Millennium Dome one of the most visited and talked-about attractions in London.

Government projections for cost and revenue never worked out as they had hoped. In the month the Dome opened, a mere 364,000 people visited (about three percent of the breakeven figure required). Responses from the public were strongly negative, as they complained about long lines and attractions that did not justify the high prices and lack of amenities.

By the end of June 2000 (halfway through the first year’s operations), the Dome had attracted three million visitors, quite a difference from the projected (and needed) 12 million. Even after downward revisions to a new projection of seven million visitors, the Millennium Dome continued to lose money at an astounding rate. Losses, by midsummer, had already approached $150 million dollars, requiring a cash infusion from the British government to keep the doors open.

What’s to happen at the site of the now-vacant Millennium Dome? Officially renamed the “O₂” by a consortium that recently purchased it, the Dome has been proposed as a venue for indoor sporting events, including a plan to host the 2009 International Gymnastics Championships. This proposal, however, is not without considerable political opposition; already, there are calls to convert the 300-acre site into thousands of houses to alleviate some of London’s congestion. Perhaps out of urban development, some positive results will emerge. The same cannot be said for the Millennium Dome, a mixture of bad cost control and appallingly optimistic projections.¹

The Millennium Dome’s lesson is that all projects, regardless of size, require meticulous planning and a thorough analysis of expected project costs, along with the associated value delivered. To that end, this chapter focuses on the issues and methods associated with estimating the costs of projects.

3.1 IMPORTANCE OF COST ESTIMATION

A recent survey conducted on information technology (IT) projects revealed that more than 83 percent fail to meet their economic goals. Two of the major culprits cited for IT project problems are erroneous cost estimates and overlooking key project costs.²

Estimating project costs are important for a number of reasons:

- They provide a standard against which actual expenditures incurred during the course of a project can be compared, and serve as the basis for cost control.
Problems of Cost Estimation

• They are the chief means for assessing project feasibility. A comparison of the cost estimates with the estimates of revenues will enable the project organization to determine if the project is worthwhile to undertake.
• Along with project returns, they facilitate decisions relating to project financing and funding.
• They provide the mechanism for managing cash flow during the course of the project.
• They give the project manager a framework for allocating scarce resources as the project progresses.
• They provide the mechanism for revising project activity duration.

To a great extent, project success hinges on accurate cost estimation. While a number of factors can contribute to cost overruns, one of the main culprits is project acceleration. As we will show in Chapter 4, this is because the relationship between cost and time is not always linear. When a project crashes, relevant costs combine in a nonlinear fashion and cause a vicious cycle where they increase several times more than what was originally anticipated. This phenomenon underscores the importance of developing methods for accurate cost estimation that take into account uncertainties, the “portfolio effect,” and the various dynamics of project crashing.3

Cost estimation and project budgeting are inextricably linked. For example, identifying the various human and material resources needed for a project and developing accurate cost estimates for them are essential parts of developing a comprehensive, time-phased project budget, as well as for subsequent project monitoring and cost control. Without reasonable cost estimation, project budgets are essentially useless, and without accurate budgeting, cost estimation is a wasted exercise.

3.2 PROBLEMS OF COST ESTIMATION

Most project managers would agree that cost overruns are the causes of more frustration and anguish than almost any other factor. Clearly, this is the case with innovative development projects, as the very nature of innovation makes it nearly impossible to accurately predict costs. However, even in relatively routine projects (such as many found in the construction industry), initial cost estimates are often completely off target from the final outcome.
Unfortunately, industry data suggest that overruns are the norm, rather than the exception. The most significant reasons for this are:

- Low initial cost estimates
- Unanticipated technical difficulties
- Lack of or poor scope definition
- Specification changes
- External factors

**Low initial cost estimates** are often the result of underestimating the magnitude and complexity of the task to be undertaken. The obvious reason for this is that the evaluation of project task performance and duration is often done in isolation, without considering the impact of surrounding activities. In addition, we incorrectly assume that everything will go as planned, and fail to anticipate problems that may unexpectedly surface in the future.

Other factors that lead to low initial cost estimates are corporate attitudes to internal expenditures, as well as business or political gamesmanship. For example, project managers may feel that presenting an initial low cost estimate will increase their chances of gaining board level approval for their project, making it more likely to win in a competitive situation. Another common, erroneous view is that if a low initial budget is set, a lower overall project cost will result than if a higher and more reasonable figure is fixed.

The unfortunate effect of these factors is that they lead to the approval of projects that have no sound basis. One of the best examples of a project in which political expediency led to unrealistic initial cost estimates is the Channel Tunnel (or “Chunnel”) that connects England and France. While the Chunnel itself was an outstanding project from a technical point of view, it was a financial disaster plagued with significant cost overruns.

The problem of low initial estimates can be overcome as uncertainty is reduced, and as project managers become more knowledgeable and gain confidence in the cost estimation process. Because estimation is ultimately part of the entire cost management cycle, the more familiar a project manager becomes with the cycle as a whole, the more accurate his or her initial cost estimates will be.

**Unanticipated technical difficulties** are the second important cause of cost overruns. The roots of this problem usually rest in poor initial design, but this is not always the case. Quite often, the testing
stage will generate insights that may not have been readily apparent in the initial design stage, typically in the form of problems and technical failures that must be resolved. When these issues surface, there is no other recourse than incurring additional costs, because meeting technical specifications is fundamental to product performance and acceptability.

An example of a project that encountered unforeseen technical difficulties is the wobbling Millennium Bridge across the Thames River in London. The bridge, which was built at a cost of over $25 million, started swaying uncontrollably and was closed within days of its opening in June 2000. The cause of the problem was a building phenomenon known as “synchronous foot fall” that the designers were not aware of, even though it was investigated and its effects were reported in 1993. It was estimated that additional expenditures of up to $15 million dollars could be incurred to solve the synchronous foot fall problem and reopen the bridge to traffic.

In this example, the failure to recognize that technical problems are inevitable with innovative design projects resulted in an expensive lesson. Meaningful cost estimates, in contrast, should factor in the potential for technical problems, start-up delays, or other technical risks.

**Lack of or poor scope definition** leads to the creation of projects that have no clear direction, features, goals, or even purpose. It is important to recognize that when the initial steps of developing a comprehensive scope statement and work breakdown structure are done poorly, they effectively turn any attempt to reasonably estimate project costs into an exercise in futility. Examples of this problem exist in many of the pure research and development programs undertaken by private and public organizations. Many times, scientists and research engineers become fixated on the study of a task for its own sake, losing sight of the larger picture or goals under which the research was taken.

**Specification changes**, often referred to as “scope creep,” make initial cost estimates nearly meaningless, and are often the primary culprits for overruns. Requests for specification changes while the project is underway sometimes originate internally within the project organization, but more often than not, the sources for these requests are external.

A number of factors can necessitate specification changes during the project development process, including dynamic changes in the market, newly perceived requirements from customers, and new legislative mandates related to the product. For example, requests for additional features, significant modifications, and updated processes are quite common (and frequent) in information technology projects, particularly after
project activities based on the original scope are initiated. Regardless of the reasons, the undesirable consequence of specification changes is that initial cost estimates have to be revised, because some of the project work already completed must be negated.

**External factors** such as inflation, interest rates, environmental issues, and currency exchange rate fluctuations can also escalate actual project costs, particularly in the case of projects where technical problems and other difficulties lead to an increase in project duration. In the case of multinational public sector projects, delays due to politics among the nations involved can result in significant increases in actual project costs incurred.

The case of the Dulhasti Power project in India is a classic example of project cost estimates run amok. Originally conceived to tap into the vast potential of hydroelectric power, the project was a massive undertaking. It was sited in the remote foothills of the Himalayas, leading to a construction schedule that was disrupted by recurring geological surprises.

The project team was further burdened with terrorism concerns, political problems, and power struggles between state and central government over control and regulation of the facility. Finally, because foreign firms were originally selected to manage development, there were international cooperation problems to be sorted out as well.

As initially conceived, the project’s cost was estimated at 1.6 billion rupees (about $50 million). By the time the contract was let, cost estimates had risen to 4.5 billion rupees and later, successively, to 8, 11, 16, etc. Today, the final price tag appears to be 170 billion rupees (nearly $5.3 billion) for a project that is 18 years late.

In addition to the above factors, there are other, “softer” issues associated with understating or overstating resource requirements. First, many managers fail to realize that estimates, by definition, are predictions, and are fraught with uncertainty. Consequently, the actual cost incurred for an activity may vary from the original cost estimate by a significant percentage (plus or minus). Second, inaccuracies in cost estimation typically occur at the time of project initiation, and their impact is most significant if the profitability of the project is in doubt.

Estimates become progressively more accurate as we progress through the project life cycle. By the time of major development, cost estimates invariably are more precise, as shown in Figure 3.1. However, the most significant of all decisions—whether or not to start the project—is made
at the very beginning. If the premise upon which that decision is based is false, the negative repercussions, both from cost and schedule perspectives, can be very serious.

### 3.3 SOURCES AND CATEGORIES OF PROJECT COSTS

Initial cost estimation begins during project proposal development. At this stage, all relevant costs that are likely to be incurred in the project should be identified and included in the initial project proposal. To develop the initial cost estimates, we need to know the various sources of project costs. These include

1. **Cost of labor**—This involves hiring costs and wages for the various human resources associated with the project. Given that a project requires a variety of personnel with varying skill levels, labor cost estimation is not an easy task. It must factor in salaries or hourly rates, pension and health benefits, other overhead, and an estimate of time involvement.

2. **Cost of materials**—This is the cost of raw materials, supplies, and other equipment needed to complete project tasks. The actual costs incurred for materials depend on the nature of the project; for example, material costs for software development projects can be quite small, whereas in construction projects they are very large.
3. **Cost of equipment and facilities**—Many “off-site” projects, such as mining or construction of large buildings, require project team members to rent facilities and equipment. In these cases, the rental costs are legitimate costs that can be charged against the project.

Other relevant sources of project costs can include travel costs of team members, as well as costs associated with subcontractors or consultants.

Project costs can be classified as direct or indirect, recurring or nonrecurring, fixed or variable, and normal or expedited. **Direct costs** can be directly charged against the project; for example, the costs of personnel who are directly involved in the project, or the costs of materials directly used for project work. **Indirect costs** include overhead, as well as selling and administrative expenses. Examples of overhead costs include costs associated with taxes, insurance, utilities, and so forth. Costs associated with selling and administrative expenses stem from salaries, commissions, advertising, etc. Tracking and allocating indirect costs to specific projects is considerably more difficult than allocating direct costs. Consequently, among project organizations there is a wide variation in the approaches employed to estimate and allocate indirect costs. Some organizations use a percentage multiplier (typically between 120 and 150 percent) for overhead costs, on top of direct costs.

**Recurring costs**, such as labor and materials, are repeatedly incurred throughout the project life cycle. **Nonrecurring costs**, on the other hand, are one-time costs that are typically incurred at the beginning or at the end of the project, such as market research and labor training. **Fixed costs** do not vary with usage. For example, costs incurred in the purchase of capital equipment remain fixed, regardless of the extent of equipment use. **Variable costs**, on the other hand, vary directly with usage. They are typically associated with labor and materials. **Normal costs** are incurred when project tasks are completed according to the original planned duration. **Expedited costs** or **crash costs** are unplanned costs incurred as a result of steps taken to accelerate project completion. For example, costs associated with using additional overtime or hiring additional workers specifically to hasten project completion can be regarded as expedited costs.

While all of the above are viable approaches to classifying project costs, it should be emphasized that many of these costs belong to multiple classifications; for example, labor costs can be regarded as direct, recurring, variable, and normal costs.
3.4 COST ESTIMATING METHODS

At times, estimating project costs seems to resemble an art form as much as a science. There are two important project “laws” at work regarding cost estimation:

• First, the better we define the project’s various costs in the beginning, the less chance there is of making serious estimating errors.
• Second, the more accurate our initial cost estimates, the greater the likelihood of preparing a project budget that accurately reflects the true budget for the project and the greater our chances of completing the project within budget estimates.

One key is to cost out the project on a disaggregated basis; that is, to first break the project down by deliverables and work packages as a method for estimating task-level costs. These estimates can then be aggregated into an overall project budget. For example, rather than attempt to create a cost estimate for completing a deliverable comprising four work packages, it is typically more accurate to first identify the costs for completing each work package individually and then create a deliverable cost estimate (see Table 3.1).

Organizations use a number of methods to estimate project costs, ranging from highly technical and quantitative to more qualitative approaches. Among the more common cost estimation methods are the following:

1. Ballpark estimates—These types of estimates, also known as “order of magnitude” estimates, are often used when there is not sufficient information or time available to develop more accurate

Table 3.1 Disaggregating project activities to create reasonable cost estimates

<table>
<thead>
<tr>
<th>Project activities</th>
<th>Estimated cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deliverable 1040—Site preparation</td>
<td></td>
</tr>
<tr>
<td>Work Package (WP) 1041—Surveying</td>
<td>$ 3,000</td>
</tr>
<tr>
<td>WP 1042—Utility line installation</td>
<td>15,000</td>
</tr>
<tr>
<td>WP 1043—Site clearing</td>
<td>8,000</td>
</tr>
<tr>
<td>WP 1044—Debris removal</td>
<td>3,500</td>
</tr>
<tr>
<td>Total cost for Deliverable 1040</td>
<td>$29,500</td>
</tr>
</tbody>
</table>
or detailed estimates. Typically, ballpark estimates are used for making competitive bids for project contracts, or for initial rough-cut estimates of resources needed for a project. For example, a company preparing an RFQ (request for quote) may develop a ballpark estimate of resource requirements to determine whether it is worthwhile to bid on the project with a more detailed analysis. As a general rule, ballpark estimates should attempt an accuracy of ±30 percent. Clearly, with such a large margin of error, ballpark estimates cannot replace more thorough, accurate, and detailed cost estimation.8

2. *Feasibility estimates*—These estimates are developed after preliminary project design work is completed. With the initial scope of work in hand, it is now possible to begin the process of developing the initial project baseline by sending RFQs to suppliers and other subcontractors. Feasibility estimates are often used in construction projects, where published information on material costs is widely available. This information, along with estimates of material quantities involved, facilitates fairly accurate cost estimates for a wide range of project activities. As more relevant information becomes available further down the project life cycle, the ±10 percent margin of error in feasibility estimates is more stringent than ballpark estimates.

3. *Definitive estimates*—These estimates can be developed only after the completion of most design work. At this stage, there is very clear understanding of the scope and capabilities of the project, and changes to project specifications are virtually nonexistent. Furthermore, a comprehensive project plan is in place, all activities and their sequence required for project completion have been identified, and all major purchase orders have been submitted based on known prices and availabilities of materials and equipment. Given that definitive estimates are developed further down the project life cycle with more accurate information and fewer project uncertainties, these estimates provide a much more accurate expected cost of the project at completion, with a ±5 percent margin of error.

4. *Comparative estimates*—Comparative estimates use historical data from previous project activities as the frame of reference for current estimates. One comparative estimating method is **parametric estimation**, which holds that most projects are similar to previous projects by way of similar features or parameters and, therefore, are likely to incur similar costs. For example, Boeing Corporation
routine develops detailed estimates of current projects by taking older work and inserting a multiplier to account for the impact of inflation, labor and materials increases, and other reasonable direct costs. This parametric estimate, when carefully performed, allows Boeing to create highly accurate estimates when costing out the work and preparing detailed budgets for new aircraft development projects. Parametric estimation consists of two steps:

a. Identifying the features/parameters of an older or well-known project that can be directly related to the development cost of the current project; and
b. Defining the mathematical nature of that relationship.

Figure 3.2 provides an example of parametric estimation in the context of the development of the Concorde aircraft in the 1960s. The Concorde represented such a unique and innovative airframe design that it was difficult, if not impossible, to estimate the amount of time required to complete the airplane schematics. However, using parametric estimation based on experiences with other recently developed aircraft, a linear relationship was discovered between the number of man-weeks needed to design the aircraft and its projected cruising speed. Using these values, it was possible to make a reasonably accurate projection of the expected design budget. Parametric estimation demonstrated that, in spite of significant changes in airplane design over past decades, the relationship between cruising speed, size, and design effort held remarkably steady. Given the availability of high-speed computers, parametric estimation has the potential to improve the speed and accuracy of both the initial estimating and design evaluation processes. The method can be used in variety of project scenarios, including

- Estimating costs before a full-scale design
- Quickly choosing from alternate design schemes at the time of project initiation, when there is very little time to do a detailed design of each concept or determine cost by conventional methods
- Generating bids when time is limited to develop a full cost proposal
- Setting design-to-cost targets
- Evaluating the cost of changes to existing products
- Assessing the effects of new technology on product development and pricing
Figure 3.2  Parametric relationships between cruising speed, size, and design effort that has held good despite the remarkable changes in airliner technology from the DH 4 to Concorde⁹

Parametric Cost Estimation Example
AMEC Inc., a major firm in the industrial construction industry, was interested in developing a quick cost estimate for the construction of a warehousing facility. In the recent past, the company completed construction of ten similar warehousing projects with similar general architecture, layout, and construction materials. AMEC engineers analyzed the relationship between material costs and several building parameters, and
developed a multiple regression model using the method of least squares (this method is discussed in the appendix to this chapter).

Based on existing historical data, AMEC understood that overall material costs for a new warehouse were directly related, in a linear manner, to the total floor space and number of loading docks planned for the facility. As a result, the multiple regression model relating material costs \((Y)\) to floor space \((X_1\) in terms of 10,000 square feet) and number of shipping docks \((X_2)\) in a facility is given below. That is,

\[
Y = 315.41 + 47,319 \times X_1 + 19,638 \times X_2
\]

All regression measures of model fit that were calculated indicated that the model would be a very good predictor for the data from the previous ten projects. Using the above model, engineers were able to estimate the material costs for a new warehousing facility with 500,000 square feet and five docks as follows:

\[
Y = 315.41 + 47,319 \times 50 + 19,638 \times 5 = $2,464,455.41
\]

Given the variety of cost estimation approaches available, it is fair to ask which method project organizations should employ. The answer depends on knowledge of the firm’s industry (e.g., software development versus construction), its ability to account for and manage most project cost variables, its history of successful project management, the number of similar projects completed in the past, the knowledge and resourcefulness of project managers, and the company’s budgeting requirements.

In some instances (for example, extremely innovative research and development projects), it may be impossible to create cost estimates with better than a \(\pm 20\) percent degree of accuracy. On the other hand, in events project management (for example, managing a conference and banquet), it is reasonable to prepare definitive budgets quite early in the project. The key lies in a realistic appraisal of the type of project being undertaken, the speed with which various cost estimates must be created, and the comfort level top management has with cost estimation errors. It would be foolhardy to provide cost estimates disguised as “accurate” when they were based on simple order of magnitude guesswork. Conversely, if the information is available, it is reasonable to expect the project team to provide as accurate a cost estimate as possible, as early as possible.
3.5 COST ESTIMATION PROCESS

Both initial and detailed cost estimates should be prepared with diligence. Even though insufficient information is available when initial estimates are prepared, it is imperative that these estimates are developed carefully, for several reasons. First, they serve as the basis for future release of funds to the project. Second, they become standards against which future estimates are compared. Third, they are used to determine likely overall project costs and return on investment. Above all, the decision as to whether or not to proceed with the project is often made on the basis of initial estimates. Because it is virtually impossible to foresee all project tasks at this point, it is a good idea to include some contingency, which is discussed in more detail later in this chapter.

3.5.1 Creating the Detailed Estimate

The proliferation of computerized project management systems in the past decade has placed a greater emphasis on detailed planning, and has changed the nature of cost estimation. By focusing on the details of each individual activity in the project plan, these computerized project planning systems can develop a project cost estimate, including the resources required and their associated charge rates for each activity. These detailed estimates are extremely useful for project control, because the individual tasks are often aggregated to work packages, and costed work packages are now a significant aspect of the entire project control cycle.

Computerized systems offer many advantages:

- As each project activity is examined in detail—including its ramifications on resources required and other associated tasks—the resulting cost estimate tends to be considerably more accurate. In addition, established ratios and historical data can also be used to further improve accuracy.
- Many project planning software packages can generate a time-phased cost schedule from the cost structure, project plan, and work breakdown structure (WBS). This cost schedule can be used as a task budget against which actual cost performance can be measured.
- From the perspective of project control, the most important advantage of computerized systems is their ability to generate a cost plan that is linked to the project work plan.
However, despite these advantages, computerized methods have two important shortcomings. First, a meaningful cost plan cannot be developed unless a project plan with considerable detail is available. Second, as the estimates of resources and associated skills required for activities are often based on subjective judgments, the potential for inaccuracy is still high.

The cost estimation process presented in Figure 3.3 can be done entirely manually, which is the practice in many organizations. While many of
### ESTIMATE AND QUOTATION SHEET

<table>
<thead>
<tr>
<th>Project No.</th>
<th>Description:</th>
<th>Type No.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Work Package Description</th>
<th>Task Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Internal Labor

<table>
<thead>
<tr>
<th>Skill</th>
<th>Category</th>
<th>Rate</th>
<th>Hours</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Senior Test Engineer</td>
<td>TE4</td>
<td>18.50</td>
<td>40</td>
<td>$740.00</td>
</tr>
<tr>
<td>Test Engineer</td>
<td>TE3</td>
<td>14.00</td>
<td>80</td>
<td>1120.00</td>
</tr>
<tr>
<td>Fitter</td>
<td>PF4</td>
<td>13.30</td>
<td>30</td>
<td>399.00</td>
</tr>
<tr>
<td>Drafter</td>
<td>DR2</td>
<td>15.00</td>
<td>15</td>
<td>225.00</td>
</tr>
<tr>
<td>Drawing checker</td>
<td>DR3</td>
<td>16.50</td>
<td>3</td>
<td>49.50</td>
</tr>
</tbody>
</table>

Sub-Total, Hours and Costs: 168 hours, $2533.50

Labor Contingency (10) %: 254.00

Total Labor, Hours and Costs: 185 hours, $2787.50

Overhead (80) %: 2230.00

Gross Labor Cost: $5017.50

#### Bought-Out Costs

- Materials (Specify): Bolts plus cleating material - $20.00
- Finished Goods (Specify): N/A
- Services and Facilities: Hire test house; Instrumentation plus Report - $12300.00
- Sub-contract Manufacture (Specify): Fixture & Bolt Modification - $250.00

Sub-Total: $12570.00

Contingency (15) %: 1885.50

Total Bought-Out Costs: $14455.50

#### Expenses

- Specify: On-site accommodation plus traveling - $340.00

Total Costs: $14795.50

Profit (N/A) %: N/A

Total Quoted Sum: $14795.50

Compiled by:

Approved Date: 

---

Figure 3.4  Sample project activity cost estimating sheet
the calculations can be computerized—including the computations of
overheads, inflation rates, and contingencies—the initial estimate of
resources and quantities required still requires human intervention. In
situations where computer systems are not available, or where basic cost
information has to be compiled, a standardized cost estimation sheet
(such as the one is presented in Figure 3.4) can be used.

The above cost estimation sheet comprises four main sections. The
top section provides information about the project, work package, and
task for which the estimation is being done. The following three sections
(in order) contain details of labor content, bought-out expenditures, and
other expenses. It is important to keep the bottom three categories of cost
separate, as different companies use different accounting conventions.

In addition to basic costs, labor and bought-out expenses have provision
for a contingency element, while the expenses section lists items such
as traveling, accommodations, special insurance, freight charges, and
entertainment. While all of the costs in the sample presented above are
compiled at current rates, cost revisions due to economic factors are not
normally taken into account at the initial estimation stage.

3.6 ALLOWANCES FOR CONTINGENCIES
IN COST ESTIMATION

The contingency element in the above cost estimation worksheet requires
further explanation. Because estimates are predictions of future costs,
there is always the potential for error, and cost overruns are more the
norm than the exception. Consequently, additional allowances are needed
to act as a buffer, so that the funds actually allocated to the project will
be sufficient.

This allowance is known as contingency. It is an important aspect of
project finance, because it provides a certain amount of protection against
unknown and uncertain elements that can derail a project. As general
rule, the greater the degree of uncertainty, the greater the amount of
contingency required. The availability of contingency funds also enhances
the viability and value of the cost estimation process as a control tool.

Sometimes, significant problems can occur that make it necessary
to overspend even the contingency amount. In spite of this drawback,
there are several benefits to including the contingency element in the
cost estimation process. First, the approach recognizes that the future
is uncertain, and that unexpected problems can increase overall project
costs. Second, contingency estimates make explicit provisions for potential and unexpected cost escalations in project plans and budgets. Finally, the use of contingency funds provides an early warning signal of potential cost overruns.

Example of Detailed Cost Estimation

Bradley Hunter is the project manager for Reliance Corporation’s XYZ project. He begins preparing a project cost estimate by breaking the project into eight work packages, along with a preliminary schedule. For each work package, Bradley estimates the number of labor hours per week for each of the three labor grades assigned to the project. Table 3.2 presents the summary information on labor hours per week for each labor grade, labor costs, overhead rates, and other nonlabor costs. The costs for labor grades 1, 2, and 3 are $25, $30, and $40, respectively, and the overhead rates applied to these grades are 70, 80, and 90 percent, respectively. In addition, Reliance Corporation routinely adds 10 percent of total labor and nonlabor costs to all of its projects to cover general and administrative expenses. Furthermore, Bradley adds an additional 20 percent as a contingency allowance. When he is finished, the preliminary cost estimate of the XYZ project is as follows:

**Labor costs**

<table>
<thead>
<tr>
<th>Labor Grade</th>
<th>Hours</th>
<th>Labor Cost per Hour</th>
<th>Total Labor Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade 1</td>
<td>330</td>
<td>$25</td>
<td>$14,025</td>
</tr>
<tr>
<td>Grade 2</td>
<td>350</td>
<td>$30</td>
<td>$18,900</td>
</tr>
<tr>
<td>Grade 3</td>
<td>110</td>
<td>$40</td>
<td>$8,160</td>
</tr>
</tbody>
</table>

Total labor costs = $41,085.00

**Nonlabor costs**

<table>
<thead>
<tr>
<th>Item</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Materials</td>
<td>$41,500</td>
</tr>
<tr>
<td>Equipment</td>
<td>$14,000</td>
</tr>
<tr>
<td>Subcontracts</td>
<td>$12,000</td>
</tr>
<tr>
<td>Other</td>
<td>$4,000</td>
</tr>
</tbody>
</table>

Total nonlabor costs = $71,500.00

**General & administrative expenses**

- $112,585.00 x 0.1 = $11,258.50

**Contingency allowance**

- $123,843.50 x 0.2 = $24,768.70

**Total estimated costs**

- $148,612.20
3.7 THE USE OF LEARNING CURVES IN COST ESTIMATION

When estimating costs, an assumption is often made that work is completed at a constant rate. For example, in the case of an activity that is performed repeatedly, it is often assumed that the amount of time it takes to complete the activity the 20th time is not significantly different from the time it took to complete it the very first time.

To illustrate this scenario, we’ll assume that a worker took 40 hours to complete an activity the first time, and that the same activity was done by the same worker three more times. Under the constant rate assumption, if the hourly labor cost is $50 per hour with an overhead rate of 50 percent, the total labor cost for this worker is as shown in Table 3.3. While this approach to cost estimation is simple and easy to use, it contains a fundamental flaw. For example, is it reasonable to assume that when repeatedly performing an activity, it will always take the same amount of time to complete? Isn’t it more reasonable to assume that successive repetitions will take much less time than earlier ones? These questions form the crux of the issue of learning curve effects on project cost estimation.\(^{11}\)

The learning curve shows that when an activity is performed repeatedly, there will be a successive reduction in the time required to complete that activity. In fact, many research studies on learning curves have shown that performance, in terms of time, improves by a fixed percentage each time production doubles. In other words, the labor hours per unit required to complete an activity decreases by some fixed percentage each time the output doubles.\(^{12}\)
Table 3.3  Labor cost under a cost rate assumption

<table>
<thead>
<tr>
<th>Labor rate</th>
<th>Activity repetitions</th>
<th>Overhead rate</th>
<th>Hours / repetition</th>
<th>Total cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$50/hour</td>
<td>4</td>
<td>1.5</td>
<td>40 hours</td>
<td>$50 \times 4 \times 1.5 \times 40 = $12,000</td>
</tr>
</tbody>
</table>

For example, let’s assume that it takes 80 hours of work to produce a device for the very first time. Given the learning that occurs during this initial production, the same device requires only 64 hours to complete the second time. The difference between the first and second iteration suggests a learning rate of 80 percent (64/80). This figure can be used to estimate the cost for additional units of production using the well-defined mathematical formula given below:

\[ T_n = an^b \]

where

\( T_n \) = the time required for the \( n^{th} \) unit of output
\( a \) = the time required for the initial unit of output
\( n \) = the number of units to be produced, and
\( b \) = the slope of the learning curve, expressed as log decimal learning rate/log 2

To see this formula in action, consider a project involving the manufacture of aircraft engines. This specific project requires the production of 25 units of a complex air-filtering device that the project organization has never produced.

One worker will be tasked to produce all 25 units of air filters. In addition, after production of the 20th unit, there is no significant time reduction associated with learning, and production reaches a steady state of 70 hours. We know, from previous studies, that the learning rate for workers undertaking this type of repetitive activity is 0.85. In calculating the time necessary to complete the first activity, we would apply the above values to the formula to determine the value of \( a \), or the time needed to complete the task the first time:

\[ b = \log 0.85 / \log 2 \]
\[ b = -0.1626 / 0.693 \]
\[ b = -0.235 \]

70 hours = \( a \) \( 20 \)^{-0.235}

\( a = 141.3 \) hours
Note that in this example, the difference between the first and 20th unit of production represents a change in duration estimation (and therefore, cost) from over 141 hours to 70 hours for the steady state. This shows that significant differences in project cost estimates are likely, particularly when a project involves many instances of repetitive work, or large “production runs” of similar activities.

Once we have calculated the time required to produce the initial unit, we can consult tables of time multipliers to determine the appropriate multiplier for this example. Specifically, the reader should consult the portion of the learning curve cumulative values provided in Table 3.4. The multiplier is determined by identifying the value that matches 20 units of production, with a learning rate of 0.85. In this case, where the multiplier is 12.40, the time needed to produce 20 units is

\[
\text{Time required for initial unit} \times \text{Multiplier} = 141.3 \times 12.40 = 1752.12 \text{ hours}
\]

Because the steady state time of 70 hours occurs for the last five units, total production time required for all 25 units of this air filter is given as

\[
1752.12 + 70 \times 5 = 2102.12 \text{ hours}
\]

If the labor is paid a wage rate of $50/hour with an overhead rate of 1.50, a more accurate cost estimate for this activity is:

\[
\text{Wage rate} \times \text{O.H. rate} \times \text{Total hours} = ($50/\text{hour}) \times (1.50) \times (2102.12\text{ hours}) = $157,659.00
\]

<table>
<thead>
<tr>
<th>Table 3.4</th>
<th>Partial table of learning curves cumulative values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit rate</td>
<td>70%</td>
</tr>
<tr>
<td>Unit time</td>
<td>Total</td>
</tr>
<tr>
<td>5</td>
<td>0.437</td>
</tr>
<tr>
<td>10</td>
<td>0.306</td>
</tr>
<tr>
<td>15</td>
<td>0.248</td>
</tr>
<tr>
<td>20</td>
<td>0.214</td>
</tr>
<tr>
<td>25</td>
<td>0.191</td>
</tr>
<tr>
<td>30</td>
<td>0.174</td>
</tr>
<tr>
<td>35</td>
<td>0.160</td>
</tr>
<tr>
<td>40</td>
<td>0.150</td>
</tr>
</tbody>
</table>
If we had assumed a uniform production rate, the total estimated cost would have been $131,250 ($50 × 1.5 × 70 × 25). When this figure is compared to the cost of $157,659 calculated using the learning rate, we find that the assumption of uniform production understates the total production cost by $26,409 ($157,659 − 123,750). In this case, including an allowance for learning curve effects provides a much more realistic estimate of both time and cost.

Two final notes regarding the use of learning curves. First, it’s possible to chart the cost of repetitive activities to ensure that cost estimates reflect the impact of learning curves. In Figure 3.5, note the curve that relates time (or cost) against activity repetition. The learning curve effect phenomenon shown in this figure is typical of many projects.

Second, many books offer tables that show the total time multiplier, based on the learning rate values multiplied by the number of repetitive iterations of an activity. At the same time, it is important to note that while projects with a repetitive nature lend themselves to the use of learning curves, those of a nonrepetitive nature do not. In the final analysis, project budgets should reflect the types of activities in which there is a possibility for learning curve effects to occur, and employ the appropriate mechanism to factor these effects into activity cost estimates.

REFERENCES

2. (n.d.) Why IT projects falter and how astute business cases help save the day. www.loc.gov
6. UMIST module 4, p. 4.2.5.
9. UMIST Module 4, p. 4.2.12.
10. UMIST Module 4, p. 4.2.21.
Forecasting Methods for Cost and Value Management

This appendix is not for everyone. The science of forecasting is complex, and, at times, employs some strenuous mathematics. So...why is it here?

As we completed Chapter 3, we felt that some discussion of forecasting methods was warranted. We recognize that readers could readily embrace the material in this chapter without going deeply into various forecasting methods, but there are likely to be readers who want this additional information. If you are among the latter, we invite you to read on—the forecasting methods we present will be of great help in preparing reasonable cost estimates for your projects.

Forecasting takes place at the front end of the project environment. It is a critical, fundamental process for any business, and project organizations are no exceptions. Forecasting demand, time required for activities, and costs associated with those activities creates critical input for project planning and for controlling project progress. Forecasting is also one of the primary means for tracking progress or for changing direction if changes in the project environment warrant it.

In this appendix, you will learn about the types of forecasts needed to effectively manage the cost and value of projects, along with some important techniques that can be used to generate them.

3A.1 CATEGORIES OF FORECASTING IN PROJECT MANAGEMENT

The ability to forecast what can occur is a vital aspect of project management, and can be broadly classified in three categories:

- Forecasting individual events
• Forecasting the outcome or progress of either a process or a large group of activities
• Forecasting technology

Although all three categories are somewhat different in character, some forecasting methods can be used across all three.

Of the first two categories, individual events can be forecast in a typical project situation, where the completion dates of individual activities are estimated as the project progresses. Forecasting the outcome of the project as a whole is a different process, because it requires that the project’s past history be created, assuming that relevant data from the past has been collected and retained. This history can serve as the basis for generating subsequent forecasts to track progress. Forecasts of individual, stand-alone events that are not the result of a string of events are generally forecast by opinion-based methods, whereas events that are the result of a process can be forecast by one of a number of trend extrapolation techniques.\(^1\) The final category—technology forecasting—is another vital, ongoing activity in the project management discipline, because its rapid evolution can render a current project facility obsolete.

Within this basic division, two further distinctions in forecasting can be made:

• Where there is some measurable history to use as a basis for the forecast.
• Where there is little in the way of history.

### 3A.2 FORECASTING METHODS FOR PROJECTS

Forecasting methods for projects fall into two broad categories: qualitative and quantitative. Qualitative methods are used where no reliable, historical, or statistical data are available. Quantitative techniques, on the other hand, are appropriate in project situations where measurable, historical data are available and are usually used in forecasting for short or intermediate timeframes. These techniques can be classified into two broad categories: time series analysis and causal methods.
3A.3 TIME SERIES ANALYSIS

The main theme underlying time series analysis is that past behavior of data can be used to predict future behavior. As such, a time series is defined as a sequence of observations taken at regular intervals over a period of time. For example, a time series for a project organization such as Rolls Royce would consist of the monthly demand data for a particular type of aircraft engine over the past ten years. Analyzing time series data involves identifying and evaluating its major components, including trend, seasonality, cycle, and random. In this discussion, we focus our attention on the trend component of a time series, as it is the most relevant component in a project environment.

**Trend** is the long-term movement of data over time. This definition implies that time is the independent variable, and the data or set of observations we are interested in is the dependent variable. When we track data purely as a function of time, there are several possible scenarios. First, data may exhibit **no trend**. In this case, the set of data remains constant and is unaffected by time. The second possible scenario is **linear trend**, where data as a function of time have a linear relationship. It should be noted that data can exhibit a positive linear trend with a rate increase between successive periods, or a negative linear trend with a rate of decrease between successive observations.

The behavior of data over time can also exhibit a **nonlinear trend** pattern, such as **exponential growth or decay**. In the case of exponential growth, each succeeding observation increases by some constant factor, whereas in exponential decay, each succeeding observation decreases by some constant factor.

3A.4 LINEAR REGRESSION ANALYSIS

One of the most useful techniques to evaluate and forecast the trend component of a time series is regression analysis. The trend component may or may not be linear. For example, we saw in a previous chapter that the typical S-curves we use in managing projects usually exhibit a nonlinear trend. However, there are several project situations where the relationship of a project variable as a function of time can be assumed to have a linear trend, such as forecasting the cost of an activity as a function of time. For example, due to wage and materials increases,
inflation, and other factors, it takes more money today to build a house than it did 20 years ago.

While the assumption of linearity may not hold true in many situations over the long term, a linear relationship is often a reasonable assumption in the intermediate timeframe. In these cases, linear regression analysis is a viable forecasting technique. It is also a useful methodology for determining the empirical relationship between two project variables if the underlying reasons for the relationship between those variables can be hypothesized to be approximately linear.

To evaluate the trend component of a time series, we use linear regression analysis to develop a linear trend equation. This is the equation of a straight line as given by

\[ y_t = a + bt + e \]

where \( b \) is the slope (gradient) of the line and \( a \) is the intercept with the \( y \) axis at \( t = 0 \), \( y_t \) is the value of the project variable (for which we desire a forecast) at time period \( t \), and \( e \) is the forecast error.

The technique of linear regression analysis involves determining the values for \( a \) and \( b \) for a given data set. From a graphical perspective, the technique involves drawing a straight line that best fits the scatter of observed values that have been plotted over time (see Figure 3A.1). Best fit means that the differences between the actual \( y \) values and predicted \( y \) values are at a minimum. However, because positive differences will offset negative differences, they are squared.

Mathematically, the best-fitting line is the one in which the sum of the squares of the deviations of all the data points from the calculated line is a minimum. In essence, we are choosing a line where the scatter of the observed data about the line is at its smallest. The technique
of least squares regression minimizes this sum of the squared differences or errors. By using this technique, we can get formulas for \(a\) (the intercept) and \(b\) (the slope of the regression line). These formulas are given below for a time series of \(n\) points of data, where \(t\) = time, i.e., the number of time periods from the starting point, and \(y\) = the observed value in a given time period. The slope \(b\) of the line is given by

\[
b = \frac{n \sum ty - \sum t \sum y}{n \sum t^2 - (\sum t)^2}
\]

The intercept \(a\) is given by

\[
a = \frac{\sum y - b \sum t}{n}
\]

**Interpretation of coefficients**
- Slope \(b\): the estimated \(y\) changes by \(b\) for each one unit increase in \(t\).
- \(y\) intercept \((a)\): the average value of \(y\) when \(t = 0\).

Let’s look at a simple example for developing a linear trend equation using linear regression analysis for forecasting the trend component of a time series.

**Example of Linear Regression**

We know the cost of a project activity, based on past data, and wish to estimate the probable cost for a project that starts next month. We could simply plug in old numbers, but they may be out of date, which would lead to serious over- or underestimation of costs. However, we do have some historical information on how much this activity has cost in past jobs. The historical data on the cost (in hundreds of $) for the project activity is given in Table 3A.1. With this in hand, we can develop a trend equation using linear regression analysis and forecast the cost of this activity for periods 10 and 15 of our project. The calculations for determining the slope and intercept of the regression line are shown in Table 3A.2. The slope \(b\) of the line is given by

\[
b = \frac{n \sum ty - \sum t \sum y}{n \sum t^2 - (\sum t)^2} = \frac{9 \times 3,084 - 45 \times 592}{9 \times 285 - (45)^2} = 2.067
\]
Table 3A.1

<table>
<thead>
<tr>
<th>$T$ = year</th>
<th>$Y$ = activity cost (in $ hundreds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>58</td>
</tr>
<tr>
<td>2</td>
<td>57</td>
</tr>
<tr>
<td>3</td>
<td>61</td>
</tr>
<tr>
<td>4</td>
<td>64</td>
</tr>
<tr>
<td>5</td>
<td>67</td>
</tr>
<tr>
<td>6</td>
<td>71</td>
</tr>
<tr>
<td>7</td>
<td>71</td>
</tr>
<tr>
<td>8</td>
<td>72</td>
</tr>
<tr>
<td>9</td>
<td>71</td>
</tr>
</tbody>
</table>

Table 3A.2

<table>
<thead>
<tr>
<th>$t$</th>
<th>$y$</th>
<th>$t \times y$</th>
<th>$t^2$</th>
<th>$y^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>58</td>
<td>58</td>
<td>1</td>
<td>3,364</td>
</tr>
<tr>
<td>2</td>
<td>57</td>
<td>114</td>
<td>4</td>
<td>3,249</td>
</tr>
<tr>
<td>3</td>
<td>61</td>
<td>183</td>
<td>9</td>
<td>3,721</td>
</tr>
<tr>
<td>4</td>
<td>64</td>
<td>256</td>
<td>16</td>
<td>4,096</td>
</tr>
<tr>
<td>5</td>
<td>67</td>
<td>335</td>
<td>25</td>
<td>4,489</td>
</tr>
<tr>
<td>6</td>
<td>71</td>
<td>426</td>
<td>36</td>
<td>5,041</td>
</tr>
<tr>
<td>7</td>
<td>71</td>
<td>497</td>
<td>49</td>
<td>5,041</td>
</tr>
<tr>
<td>8</td>
<td>72</td>
<td>576</td>
<td>64</td>
<td>5,184</td>
</tr>
<tr>
<td>9</td>
<td>71</td>
<td>639</td>
<td>81</td>
<td>5,041</td>
</tr>
</tbody>
</table>

$\Sigma t = 45 \quad \Sigma y = 592 \quad \Sigma t \times y = 3,084 \quad \Sigma t^2 = 285 \quad \Sigma y^2 = 39,226$

The intercept $a$ of the line is given by

$$a = \frac{\Sigma y - b \Sigma t}{n} = \frac{592 - 2.067 \times 45}{9} = 55.44$$

The resulting linear trend equation is given by

$$y_t = a + bt = 55.44 + 2.067t$$

The forecast for period 10 is given by

$$y_{10} = 55.44 + 2.067 \times 10 = 76.11$$

and for $t = 15$,

$$y_{15} = 55.44 + 2.067 \times 15 = 86.445$$
Based on linear trends using regression analysis, we can now estimate that the activity will cost $7,611 for period 10 and $8,644.50 for period 15.

In the discussion on linear regression analysis and the example above, the independent variable was $t$ (the time period). However, the linear regression technique can also be used to determine association or causation between two variables; that is, the direct relationship or impact of one factor on another (for example, the manner in which smoking increases one’s risk of heart disease). In such cases, we use the notation $x$ for the independent variable and $y$ for the dependent variable. The linear regression equation in such cases would be

$$y = a + bx_i$$

where the slope $b$ of the regression line is given by

$$b = \frac{n \sum x_i y_i - \sum x_i \sum y_i}{n \sum x_i^2 - (\sum x_i)^2}$$

and the intercept $a$ of the regression line is given by

$$a = \frac{\sum y_i - b \sum x_i}{n}$$

3A.4.1 Evaluating the "Fit" of the Regression Line

After obtaining the regression line, the next step in regression analysis is to evaluate how well the model describes the relationship between variables, or how good the line of best fit is. Three measures can be used to evaluate how well the computed regression line fits the data: the coefficient of determination ($R^2$), the correlation coefficient ($r$), and the standard error of the estimate ($s_{yx}$).

1. **The coefficient of determination ($R^2$)**—Four measures of variation can be computed in linear regression analysis:

   - *Total sum of squares (SST)*—Measures the variation of the actual $y$ values around the mean $Y$:

     $$SST = \sum (y_i - \bar{y})^2$$
• **Explained variation (SSR) or the regression sum of squares**—Measures the variation due to the relationship between $x$ and $y$, i.e., the difference between the mean $y$ and the predicted value $\hat{y}$ using regression:

$$SSR = \Sigma (\hat{y}_i - \bar{y})^2$$

• **Unexplained variation (SSE) or error sum of squares**—Measures variation not explained by regression, i.e., variation due to other factors or variables not included in the regression model:

$$SSE = \Sigma (y_i - \hat{y}_i)^2$$

• **Coefficient of Determination ($R^2$)**—The proportion of variation explained by regression, i.e., by the relationship between $x$ and $y$. The formula used to compute $R^2$ is

$$R^2 = \frac{SSR}{SST} = \frac{\Sigma (\hat{y}_i - \bar{y})^2}{\Sigma (y_i - \bar{y})^2} = \frac{a \Sigma y_i + b \Sigma x_i y_i - n(\bar{y})^2}{\Sigma y_i^2 - n(\bar{y})^2}$$

$R^2$ takes on a value between 0 and 1. The higher the value of $R^2$, the better the line of fit. In other words, the higher the $R^2$ value, the more confidence we can have that the estimate is accurate.

2. **The correlation coefficient ($r$)**—This statistic measures the strength of the relationship, or association between $x$ and $y$, and takes on a value between $-1$ and $+1$. The closer the value of $r$ to $+1$ or $-1$, the stronger the relationship between the variables. The formula for $r$ is given by

$$r = \frac{\Sigma x_i y_i - n\bar{x}\bar{y}}{\sqrt{\Sigma x_i^2 - n(\bar{x})^2} \sqrt{\Sigma y_i^2 - n(\bar{y})^2}}$$

3. **The standard error of the estimate ($s_{yx}$)**—Random variation, which is the variation of the actual (observed) $y$ values from the predicted $y$ values ($\hat{y}_i$), is measured by the standard error of the estimate. The smaller the value of $s_{yx}$, the smaller the variation of the actual (observed) $y$ values from the predicted $y$ values ($\hat{y}_i$), and the better the fit between variables. The interpretation of the standard error of the estimate is similar to that of standard deviation, which measures the variability or dispersion around the arithmetic mean. In other
words, the standard error of the estimate measures the variability of the actual y values around the fitted regression line:

\[ S_{yx} = \sqrt{\frac{\sum (y_i - \hat{y}_i)^2}{n - 2}} = \sqrt{\frac{\sum y_i^2 - a \sum y_i - b \sum x_i y_i}{n - 2}} \]

Let’s now compute the values for \( R^2 \), \( r \), and \( s_{yx} \) for the example problem on linear regression that we solved earlier. Because the independent variable in this example is \( t \) instead of \( x \), we solve the above formulas for \( R^2 \), \( r \), and \( s_{yx} \) by substituting \( t \) for \( x \). We have the following data from the example above:

\[ n = 9, \Sigma t = 45, \Sigma y = 592, \Sigma t*y = 3,084, \]
\[ \Sigma t^2 = 285, \Sigma y^2 = 39,226, a = 55.44, b = 2.067 \]

\[ R^2 = \frac{a \sum y_i + b \sum t_i y_i - n(\bar{y})^2}{\sum y_i^2 - n(\bar{y})^2} = \frac{(55.44 * 592) + (2.067 * 3084) - 9 * (592/9)^2}{39,226 - 9 * (592/9)^2} = 0.897 \]

\[ r = \frac{\sum t_i y_i - n \bar{t} \bar{y}}{\sqrt{\sum t_i^2 - n(\bar{t})^2} \sqrt{\sum y_i^2 - n(\bar{y})^2}} = \frac{3,084 - 9 * (45/9) * (592/9)}{\sqrt{285 - 9 * (45/9)^2} \sqrt{39226 - 9 * (592/9)^2}} = 0.947 \]

\[ S_{yt} = \sqrt{\frac{\sum y_i^2 - a \sum y_i - b \sum t_i y_i}{n - 2}} = \sqrt{\frac{39226 - 55.44 * 592 - 2.067 * 3084}{9 - 2}} = 2.046 \]

All of the statistics indicate that the regression line obtained for example 1 is a very good line of fit. Put another way, this means that our regression exercise gives us the ability to predict activity costs for this example with a high degree of confidence. Specifically, the value of \( R^2 \) of 0.897 means that 89.7 percent of the variation in the y values is accounted for by changes in the t value. Similarly, the \( r \) value of 0.947 indicates that the variables t and y are almost perfectly positively correlated (close to the value of 1). Finally, the \( S_{yt} \) value of 2.046 indicates that actual y values fluctuate in relation
to the predicted $y$ values, represented by the regression line, by about 2.46 units.

In the example shown above, only two variables were considered. However, there may be occasions where several independent variables have an influence on the dependent variables. In such cases, an extension of linear regression technique called **multiple linear regression** can be used. A multiple linear regression equation is

$$y = b_0 + b_1x_1 + b_2x_2 + b_3x_3 + \cdots + b_ix_i + e,$$

where $x_1, x_2, x_3,$ and $x_i$ are independent variables, and $e$ is the error term; $b_0, b_1, b_2, b_3,$ and $b_i$ are termed the regression coefficients, and represent the amount by which $y$ changes for one increment of $x_i$, assuming all other independent variables are held constant.

A brief illustration of the multiple regression technique was presented earlier in Chapter 3, in the context of parametric estimation. Readers who are interested in learning more about this procedure should consult a statistics text.

There are, of course, many occasions when a simple linear model will not adequately describe the relationship between one variable and another. Some curvilinear relationships, such as the learning curves frequently encountered in engineering project work, can be described by the general expression:

$$Y = kx^n$$

The above expression can be converted into logarithmic plots. These are an extremely useful way of analyzing trends, because many phenomena progress as a simple law of the form $y = kx^n$. The rate of progress of the performance of some technologies can be clearly illustrated by linear logarithmic trends over time, and some frequency distributions can be illustrated using logarithmic plots. Once a straight line has been established, it is a simple process to compute the underlying equation. In addition, a straight line can be used as the basis for forecasting future values of the observed variable, simply by projecting it forward. However, we must be careful about just how far ahead we can project to generate forecasts.\(^2\)
Another example of a curvilinear relationship is S-curve behavior in projects. The typical form of the relationship between project duration and expenditures incurred is S-shaped, where budget expenditures are initially low and increase rapidly during the major project execution stage before starting to level off again as the project gets nearer to completion.

The S-curve figure represents the project budget baseline against which actual cumulative budget expenditures will be evaluated. It helps project managers understand the correlation between project duration and budget expenditures, and provides a good sense of where the highest levels of budget spending are likely to occur. Forecasting the S-curve can also help project managers generate estimates of expenditures during various stages of project duration.

The S-curve (also called a pearl curve) is based on what is known as the logistic or auto catalytic growth function. The URL below contains a complete discussion on the theory and steps involved in S-curve forecasting. We strongly urge readers to go over this document and follow through on the worked-out example.

http://leeds-faculty.colorado.edu/Lawrence/Tools?SCurve/scurve.xls

Below is an exercise that illustrates the S-curve forecasting methodology using the procedure presented at the above website. The data provided in Table 3A.3 show cumulative percentages of work actually completed for a construction project.

<table>
<thead>
<tr>
<th>Month</th>
<th>Cumulative percentage of work completed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.7</td>
</tr>
<tr>
<td>2</td>
<td>7.1</td>
</tr>
<tr>
<td>3</td>
<td>9.5</td>
</tr>
<tr>
<td>4</td>
<td>12.5</td>
</tr>
<tr>
<td>5</td>
<td>17.0</td>
</tr>
<tr>
<td>6</td>
<td>22.0</td>
</tr>
<tr>
<td>7</td>
<td>29.0</td>
</tr>
<tr>
<td>8</td>
<td>36.0</td>
</tr>
<tr>
<td>9</td>
<td>46.0</td>
</tr>
<tr>
<td>10</td>
<td>56.0</td>
</tr>
<tr>
<td>11</td>
<td>64.0</td>
</tr>
<tr>
<td>12</td>
<td>72.0</td>
</tr>
</tbody>
</table>
a. Graph the data in Excel and comment on the shape of the distribution.
b. Forecast the cumulative percentages of work completed for each of the next six months’ linear regression.
c. Is linear regression an appropriate forecasting method for these data? If not, can you suggest an alternative forecasting method?
d. Use this method to forecast the percentages of work completed for months 19, 20, 21, and 22.
e. Is this a better forecasting method for these data than linear regression? How do you know?

Solutions

a. *Plot of the data (Figure 3A.2)* — The shape of the distribution suggests that the project progresses at a slow pace through period 4. The per-month completion rate of work begins to accelerate in period 5, and continues to increase through period 10. The progress begins to level off beginning from period 11, and continues that trend in period 12. The cumulative percentage of work completed exhibits typical S-curve behavior.

b. *Linear regression solution (Table 3A.4)* — The slope $b$ of the line is given by

$$b = \frac{n \sum ty - \sum t \sum y}{n \sum t^2 - (\sum t)^2} = \frac{12 \times 3347.4 - 78 \times 375.8}{12 \times 650 - (78)^2} = 6.327$$

The intercept $a$ of the line is given by

$$a = \frac{\sum y - b \sum t}{n} = \frac{375.8 - 6.327 \times 78}{12} = -9.809$$
Table 3A.4

<table>
<thead>
<tr>
<th>Month (t)</th>
<th>Cumulative % of work completed (y)</th>
<th>t * y</th>
<th>t * t</th>
<th>y * y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.7</td>
<td>4.7</td>
<td>1</td>
<td>22.09</td>
</tr>
<tr>
<td>2</td>
<td>7.1</td>
<td>14.2</td>
<td>4</td>
<td>50.41</td>
</tr>
<tr>
<td>3</td>
<td>9.5</td>
<td>28.5</td>
<td>9</td>
<td>90.25</td>
</tr>
<tr>
<td>4</td>
<td>12.5</td>
<td>50.0</td>
<td>16</td>
<td>156.25</td>
</tr>
<tr>
<td>5</td>
<td>17.0</td>
<td>85.0</td>
<td>25</td>
<td>289.00</td>
</tr>
<tr>
<td>6</td>
<td>22.0</td>
<td>132.0</td>
<td>36</td>
<td>484.00</td>
</tr>
<tr>
<td>7</td>
<td>29.0</td>
<td>203.0</td>
<td>49</td>
<td>841.00</td>
</tr>
<tr>
<td>8</td>
<td>36.0</td>
<td>288.0</td>
<td>64</td>
<td>1,296.00</td>
</tr>
<tr>
<td>9</td>
<td>46.0</td>
<td>414.0</td>
<td>81</td>
<td>2,116.00</td>
</tr>
<tr>
<td>10</td>
<td>56.0</td>
<td>560.0</td>
<td>100</td>
<td>3,136.00</td>
</tr>
<tr>
<td>11</td>
<td>64.0</td>
<td>704.0</td>
<td>121</td>
<td>4,096.00</td>
</tr>
<tr>
<td>12</td>
<td>72.0</td>
<td>864.0</td>
<td>144</td>
<td>5,184.00</td>
</tr>
</tbody>
</table>

\[ \sum t = 78 \] \[ \sum y = 375.8 \] \[ \sum t_y = 3347.4 \] \[ \sum t^2 = 650 \] \[ \sum y^2 = 17,761.00 \]

The resulting linear trend equation is given by

\[ y_t = a + bt = -9.809 + 6.327t \]

The forecast for periods 13 to 18 is given by

\[ y_{13} = -9.809 + 6.327 * 13 = 72.44 \]
\[ y_{14} = -9.809 + 6.327 * 14 = 78.77 \]
\[ y_{15} = -9.809 + 6.327 * 15 = 85.10 \]
\[ y_{16} = -9.809 + 6.327 * 16 = 91.42 \]
\[ y_{17} = -9.809 + 6.327 * 13 = 97.75 \]
\[ y_{18} = -9.809 + 6.327 * 14 = 104.08 \]

c. It appears that linear regression is not an appropriate forecasting method for these data. The solutions to parts a and b clearly indicate that data exhibit an S-curve behavior. As a result, this problem should be solved using the S-curve forecasting methodology.

d. **S-curve forecasting**—The solution to the above example using the S-curve forecasting methodology is given in the table in Figure 3A.3. The column titled “Period” (2) refers to the number of periods of data. Column (4) contains the data for the cumulative percentage of
### Question 5: S-curve for forecasting (% work completed)

#### Logistic Function

<table>
<thead>
<tr>
<th>Current Max: 72.72</th>
<th>SD Errors = 47.2</th>
<th>SD Errors = 310.6</th>
<th>SD Errors = 46.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha = 3.3512 )</td>
<td>( a = 28.54 )</td>
<td>( \beta = -0.3553 )</td>
<td>( b = 0.36 )</td>
</tr>
</tbody>
</table>

#### Table

<table>
<thead>
<tr>
<th>Period</th>
<th>Months</th>
<th>Cumulative % of work completed</th>
<th>Transform</th>
<th>Forecast</th>
<th>Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>January</td>
<td>4.7</td>
<td>3.0095</td>
<td>4.8</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>February</td>
<td>7.1</td>
<td>2.5714</td>
<td>6.7</td>
<td>-0.4</td>
</tr>
<tr>
<td>3</td>
<td>March</td>
<td>9.5</td>
<td>2.2541</td>
<td>9.2</td>
<td>-0.3</td>
</tr>
<tr>
<td>4</td>
<td>April</td>
<td>12.5</td>
<td>1.9459</td>
<td>12.7</td>
<td>0.2</td>
</tr>
<tr>
<td>5</td>
<td>May</td>
<td>17.0</td>
<td>1.5856</td>
<td>17.2</td>
<td>0.2</td>
</tr>
<tr>
<td>6</td>
<td>June</td>
<td>22.0</td>
<td>1.2657</td>
<td>22.8</td>
<td>0.8</td>
</tr>
<tr>
<td>7</td>
<td>July</td>
<td>29.0</td>
<td>0.8954</td>
<td>29.6</td>
<td>0.6</td>
</tr>
<tr>
<td>8</td>
<td>August</td>
<td>36.0</td>
<td>0.5754</td>
<td>37.5</td>
<td>1.5</td>
</tr>
<tr>
<td>9</td>
<td>September</td>
<td>46.0</td>
<td>0.1603</td>
<td>46.2</td>
<td>0.2</td>
</tr>
<tr>
<td>10</td>
<td>October</td>
<td>56.0</td>
<td>-0.2412</td>
<td>55.0</td>
<td>-1.0</td>
</tr>
<tr>
<td>11</td>
<td>November</td>
<td>64.0</td>
<td>-0.5754</td>
<td>63.6</td>
<td>-0.4</td>
</tr>
<tr>
<td>12</td>
<td>December</td>
<td>72.0</td>
<td>-0.9445</td>
<td>71.3</td>
<td>-0.7</td>
</tr>
<tr>
<td>13</td>
<td>January</td>
<td>#DIV/0!</td>
<td>78.0</td>
<td>114.5</td>
<td>114</td>
</tr>
<tr>
<td>14</td>
<td>February</td>
<td>#DIV/0!</td>
<td>83.5</td>
<td>146.9</td>
<td>147</td>
</tr>
<tr>
<td>15</td>
<td>March</td>
<td>#DIV/0!</td>
<td>87.8</td>
<td>188.5</td>
<td>188</td>
</tr>
<tr>
<td>16</td>
<td>April</td>
<td>#DIV/0!</td>
<td>91.2</td>
<td>241.8</td>
<td>242</td>
</tr>
<tr>
<td>17</td>
<td>May</td>
<td>#DIV/0!</td>
<td>93.6</td>
<td>310.2</td>
<td>310</td>
</tr>
<tr>
<td>18</td>
<td>June</td>
<td>#DIV/0!</td>
<td>95.5</td>
<td>398.0</td>
<td>398</td>
</tr>
<tr>
<td>19</td>
<td>July</td>
<td>#DIV/0!</td>
<td>96.8</td>
<td>510.7</td>
<td>511</td>
</tr>
<tr>
<td>20</td>
<td>August</td>
<td>#DIV/0!</td>
<td>97.7</td>
<td>655.2</td>
<td>655</td>
</tr>
<tr>
<td>21</td>
<td>September</td>
<td>#DIV/0!</td>
<td>98.4</td>
<td>840.5</td>
<td>841</td>
</tr>
<tr>
<td>22</td>
<td>October</td>
<td>#DIV/0!</td>
<td>98.9</td>
<td>1,078.4</td>
<td>1,078</td>
</tr>
</tbody>
</table>

**Figure 3A.3** S-curve forecasting results
work completed. Column (6a) under the heading “Logistic Function” contains the forecasts generated using the S-curve methodology. Consequently, the forecast of the “cumulative percentage of work completed” for the next six periods (19 to 22) are 96.8, 97.7, 98.4, 98.9, respectively. Figure 3A.4 shows the logistics plot of S-curve forecasts.

e. The S-curve forecast is a better forecasting method for this data, as opposed to the linear regression method. For this problem, linear regression will indicate a continuously rising trend, regardless of the pattern developed by the actual data. Clearly, data presented in this problem for the first 12 periods are beginning to assume the shape of an S-curve. This is the pattern often seen in projects, in that work tapers off at the end as the project enters the delivery phase and resources are reassigned. Also, linear regression would indicate that the project should be completed shortly after period 17. As the S-curve forecasts indicate, this is clearly not the case.
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Chapter 4

Project Budgeting

In the last chapter, we examined the various concepts, approaches, and problems related to cost estimation. Here, we discuss project budgeting, which is inextricably linked with estimation in that both processes deal with the cost of completing an activity, work package, or project. Once cost estimates are approved, they become project budgets that allocate resources with an agreed-upon, contracted amount of what work should cost.

Budgets serve a vital role in the management of projects. They function as a control mechanism that sets the standard against which future expenditures will be monitored. With timely data collection and reporting, they enable the project team to identify and report current problems, and to anticipate future ones. And when done properly, they relate the use of resources with the achievement of corporate goals.

In most organizations, there are two kinds of budgets: project budgets and fiscal operating budgets. The difference between the two is that a project budget covers the entire duration of a single project, while a fiscal operating budget applies to a single year. In this chapter, we examine the various aspects and approaches to project budgeting, including time-phased project budgeting.

4.1 ISSUES IN PROJECT BUDGETING

A project budget identifies the project’s allocated resources, goals, and the schedule that allows the organization to achieve those goals. Developing a project budget requires not only a knowledge of the resources needed,
but also information regarding how many will be needed and when, as well as how much they will cost.

Because each project is unique, the budgeting process for project organizations is considerably more complex than for traditional organizations. Project managers may not have the luxury of accessing and using the historical information that is typically available for ongoing, routine activities. And, while there may be budgets and reports from similar projects undertaken in the past, these can only serve as rough guides. Consequently, all project budgets are based on estimates of resource usage and their associated costs.

The budgeting process gets even more complicated for multiyear projects, because plans, schedules, resources, and costs are set early in the project life cycle and may change in future years. This can happen due to a number of factors, including the availability of newer equipment, more skilled personnel, and alternative materials for completing project activities.

Another budgetary issue for project managers is the way in which resources are allocated over a project’s different time periods. In many cases, actual usage of resources may be very different from the accounting department’s assumptions. Assume, for example, that $10,000 of a given resource will be used to complete an activity over a five-week period. The actual usage of this resource is $3,000 during week one, none in week two, $2,500 in week three, $4,000 in week four, and $500 in week five. If this information about the pattern of resource usage is not included in the plan, the accounting department may distribute the expenditures equally over the five weeks. While this situation will have no impact on the overall project budget, it certainly will have an impact on the timing of cash flow.

Another issue is that accounting systems and practices typically vary from one project organization to the next. The project manager must have a thorough understanding of, and familiarity with, the systems and practices in his or her organization, or it will be impossible to exercise budgetary control.

Finally, in preparing a project budget, the project manager will need to ensure that each expenditure is identified and tied to a specific project activity and its associated milestone. The mechanism through which the project manager can accomplish this is the WBS, which has a unique account number that can be charged as and when work is completed for each element. This aspect of project budgeting is absolutely vital.
4.2 DEVELOPING A PROJECT BUDGET

Essentially, the project budget is a plan that incorporates the allocation of resources to various work packages and departments, along with a schedule to ensure that the company is in a position to achieve project goals. The two must be developed concurrently, because the budget will provide a clear picture of whether or not project milestones can be achieved.

Developing a project budget involves estimation of costs, subsequent analyses, frequent revisions, and, to a certain extent, intuition. Meaningful budgets are developed through frequent interaction among concerned parties, and require data input from a variety of sources. Regardless of the type of project budget, the most important caveat is that it should be in alignment with and reflect support for both the project and overall corporate goals.

4.2.1 Issues in Creating a Project Budget

A number of important issues go into the creation of the project budget, including the process by which the project team and organization gather data for cost estimates, budget projections, cash flow income and expenses, and so forth. The methods for data gathering and allocation can vary widely across organizations. For example, while it may be common to allocate an amount to cover the cost of producing one work package in the overall project, some firms will allocate that amount as a one-time expense, while others will recognize that the costs accrue over the period of time necessary to complete the work package.

While the method used may not matter to the project’s overall budget, the difference can have a significant impact on cash flow. For this reason, it is important to recognize the accounting and budgeting system used within a particular organization when preparing the project’s budget. This will minimize the conflicts that can arise with cost control personnel when budget data are misinterpreted.

4.3 APPROACHES TO DEVELOPING A PROJECT BUDGET

The way in which cost data are collected and interpreted is determined by whether the project organization takes a top-down or bottom-up approach to budgeting. The two approaches use radically different methods for
collecting relevant information, which can lead to completely different results. Let’s take a look at both approaches.

4.3.1 Top-down Budgeting

The top-down approach utilizes the judgment and experience of top and senior-level managers, as well as past data on similar activities. It assumes that experience in past projects will enable senior management to provide guidance on accurate cost estimates for future projects.

The rationale behind top-down budgeting is that top management may not have the inclination or the time to estimate the precise cost of each and every element of a project. What they do have, however, is the experience, knowledge, and savvy to provide a reasonable aggregate estimate of the overall budget. To provide more detailed estimates for the various work packages and their individual tasks, personnel in the lower levels of the organization (where the work packages and tasks will be accomplished) must be involved.

Here’s how the top-down approach works in practice. Senior managers first estimate the overall costs of the project, as well as the costs of major deliverables. These projections are then handed down to lower level managers, who further disaggregate the projections into detailed budget estimates for the specific work packages that comprise the deliverables. This process is continued at each step down the hierarchy, until the project is broken into and ultimately evaluated on a task-by-task basis at the lowest level of the project organization’s hierarchy (see Figure 4.1).

Top-down Budgeting: Advantages

The advantage of top-down budgeting is that top management’s estimates of project costs, in aggregate terms, often tend to be quite accurate. Furthermore, these aggregate estimates provide the basis for disaggregation, which in turn provides important budgetary discipline and cost control. Also, because senior-level managers are directly involved in developing the project budget, there is a sense of commitment, ownership, and support.
Top-down Budgeting: Disadvantages

When used correctly, top-down budgeting can serve as a viable method for cost allocation, but it must be used in accordance with the philosophy that underlies it. That is, we assume that top management may not have the inclination or the time to estimate the precise cost of each and every element of the project. However, it is expected that they do have the experience, the knowledge, and the savvy to provide a reasonable aggregate estimate of the overall project budget. If this rationale is incorrect it can result in some clear disadvantages when top-down budgeting is employed.

First, lower-level managers may feel that their share of the project budget doesn’t accurately reflect the tasks to be accomplished. Should senior managers remain steadfast in their budgetary position, lower-level managers may feel that they have no choice other than accepting what they perceive as insufficient budgetary allocations. As a result, they may feel that they bear all the responsibility for their part of the project, should it fail, but none of the authority to recognize and support a reasonable budget for their activities.

Second, top-down budgeting creates a potentially conflict-laden atmosphere as the lower levels of the organization work to align their specific task budgets with the overall project budget. Because various departments are competing for a share of a fixed amount, the top-down approach can have the net effect of pitting one department against another and
creating adversarial relationships. When functional managers view the budgeting process in this competitive light, there is a strong potential for political behavior, inflated estimates, and other gamesmanship to justify inaccurate or deliberately excessive budget requests.

Third, the effectiveness of top-down budgeting depends on the accuracy and honesty with which it is used. The technique is truly useful only when it is coupled with a top management that is knowledgeable enough to make reasonable cost estimates of the project at hand; if this is not the case, the project is immediately saddled with an unrealistic budget that cannot be achieved.

Finally, some executives use top-down budgeting inappropriately, choosing to view it as a motivational technique for lower-level managers. The cost of a project can also be deliberately underestimated in the belief that it will spur cost savings and efficiencies from subordinates. Either of these approaches is more likely to result in staff demoralization and budget overruns than project success.

4.3.2 Bottom-up Budgeting

The most important prerequisite for the bottom-up approach is the availability of a detailed WBS that identifies all elements in the project, e.g., deliverables, subdeliverables, and work packages. Utilizing the framework provided by the WBS, the bottom-up approach begins with the construction of individual budgets that assign both direct and indirect costs associated with labor, materials, and overhead for the most elemental tasks. An important part of this process is consulting the personnel who regularly perform these tasks—gathering detailed information regarding time and budget from those actually responsible ensures highly accurate results. The resulting task-level costs are then aggregated to create budgets at the deliverable level. Subsequently, these deliverable budgets are aggregated to create the overall project budget. An example of the bottom-up budgeting process is shown in Figure 4.2.

While it is critical that as many task elements be identified and included in a bottom-up budget as possible, it is quite difficult to develop a complete list, particularly during the early stages of the project life cycle. The finished, aggregated budget is then presented to top managers, who merge and streamline the various budget proposals and ensure that there is no overlap or double counting of requested resources. No matter
1. Personnel responsible for each work package identify the total costs needed to complete that activity. THEN ...

2. The anticipated costs for each work package are aggregated at the deliverable or functional level.

3. The total project budget is determined by compiling the costs identified for each work package in the WBS.

Figure 4.2 Bottom-up budgeting

where the budget originates, top management is ultimately responsible for creating the organization’s final master budget.

Bottom-up Budgeting: Advantages

The advantage of bottom-up budgeting, first and foremost, is that it forces the creation of detailed project plans as an initial step for creating a budget. Second, the approach facilitates participative management, because it assumes that the individuals actually performing the tasks are more likely to have a clear understanding of resource requirements than their superiors. As a result, even the lowest levels of the organization become involved in the project budgeting process, which increases its chances of acceptance. In addition, this approach provides junior-level managers with invaluable training, experience, and knowledge in developing a project budget.

The third advantage of bottom-up budgeting is that it facilitates coordination between project managers and the functional department managers who must consider various resource requests as they develop their own budgets. Finally, because bottom-up budgeting emphasizes the unique creation of budgets for each project, it allows top management to prioritize among projects that are competing for resources. If it is determined that there are simply more projects than money available, the process of building a budget from the ground up gives top management additional information to use in determining which projects they are willing to support.
Bottom-up Budgeting: Disadvantages

The major disadvantage of bottom-up budgeting is the reduced role played by top management in the initiation and control of the budgeting process. In other words, the impetus for developing project budgets must now come from lower level managers, while top management’s role is limited to analyzing individual budgets presented to them. This reduction in top management’s role has the potential to create a significant division between the organization’s strategic and operational activities. For this reason, the bottom-up budgeting approach is less popular within many organizations.

If we accept that the budget is the most important control tool for the project organization, it is understandable that senior-level managers are reluctant to relinquish control to inexperienced junior-level managers and personnel. In addition, there is the possibility of budgetary game-playing by junior-level managers who overstate their budget requirements. From a practical, self-protection perspective, there is huge incentive for junior project team personnel to exaggerate the costs of their activities to give themselves “wiggle room.” Finally, the bottom-up approach can also be a time-consuming process for top management due to the repetitive fine-tuning, adjustments, and delays associated with budget resubmission.

4.4 ACTIVITY-BASED COSTING

Activity-based costing (ABC) is frequently used for project budgeting. The basis of activity-based costing is that projects consume activities, and activities consume resources. As such, costs are initially assigned to activities (the discrete tasks that need to be completed to deliver the project), and then assigned to projects, based on each project’s use of resources.

4.4.1 Steps in Activity-based Costing

Activity-based costing consists of four steps:\n
1. It begins with the identification of activities that make use of resources, and assigns costs to them. This step involves using the WBS to break the project down into its work packages. Costs are then assigned to each work package based on the resources required to complete each identified activity.
2. The cost drivers associated with the work package are identified. These are elements that cause, or “drive,” an activity’s costs. For example, the principle cost driver for many project activities is human resources in the form of labor. Similarly, an important cost driver for construction projects is the variety of raw and finished materials needed.

3. Next, a cost rate per unit of the cost driver is calculated. For example, human resource values can be stated as cost of labor per hour.

4. To assign costs to a project that utilizes a cost driver, the cost driver rate per unit is multiplied by the total number of cost driver units consumed. For example, if the cost rate for a designer is $50/hour, and 100 hours of this designer’s time is used on the project, the cost assigned to the project for this designer is

\[
$50/\text{hour} \times 100 \text{ hours} = $5,000.00
\]

### 4.4.2 Cost Drivers in Activity-based Costing

In a typical project, there are several cost drivers relating to both direct and indirect project costs, such as overhead expenses. It is imperative to identify principle cost drivers early in the project-planning phase. This will ensure that budget projections are based on accurate information regarding the types of expenditures that will be incurred, the cost rates to be charged, and the number of cost driver units to be used. The viability and effectiveness of activity-based costing hinges on this early identification of the principle cost drivers and the subsequent creation of a meaningful control document.

### 4.4.3 Sample Project Budget 1

Table 4.1 illustrates a sample portion of a project budget. In this table, both direct and indirect costs are identified for each project activity, and budget lines are assigned. The goal of this preliminary budget is to identify direct costs and indirect costs such as overhead expenses. At times, it may become necessary to break the overhead expenses to finer levels of detail, such as expenses relating to health insurance. However, this is usually more appropriate when a detailed project budget is developed.
Table 4.1  Sample portion of a project budget

<table>
<thead>
<tr>
<th>Activity</th>
<th>Direct costs</th>
<th>Overhead</th>
<th>Total cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design</td>
<td>4,200</td>
<td>800</td>
<td>5,000</td>
</tr>
<tr>
<td>Blueprint</td>
<td>6,900</td>
<td>1,100</td>
<td>8,000</td>
</tr>
<tr>
<td>Engineering</td>
<td>4,500</td>
<td>1,000</td>
<td>5,500</td>
</tr>
<tr>
<td>Test</td>
<td>5,250</td>
<td>1,250</td>
<td>6,500</td>
</tr>
<tr>
<td>Sequencing</td>
<td>9,000</td>
<td>3,000</td>
<td>12,000</td>
</tr>
<tr>
<td>Production analysis</td>
<td>3,500</td>
<td>1,500</td>
<td>5,000</td>
</tr>
</tbody>
</table>

4.4.4  Sample Project Budget 2

The second sample budget, shown in Table 4.2, takes the total planned expenses identified in Table 4.1 and compares these figures against actual accrued project expenses. This budget can be used for variance reporting through periodic updating to show differences, both positive and negative, between the baseline budget assigned to each activity and the actual cost of completing those tasks.

The benefits of this budget are that it offers a central location for compiling all relevant project cost data, and provides comparisons between planned and actual budget expenditures. It also allows for the preliminary development of variance reports. The disadvantage of using such a static budget document is that it does not reflect the project schedule or the fact that activities are phased in over time. Because of this important limitation, a variance-to-actual budget, as shown in Table 4.2, may not be as effective a control device for the project as a time-phased budget that

Table 4.2  Sample budget showing planned and actual activity costs and variances

<table>
<thead>
<tr>
<th>Activity</th>
<th>Planned</th>
<th>Actual</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design</td>
<td>5,000</td>
<td>4,250</td>
<td>750</td>
</tr>
<tr>
<td>Blueprint</td>
<td>8,000</td>
<td>8,000</td>
<td>0</td>
</tr>
<tr>
<td>Engineering</td>
<td>5,500</td>
<td>3,500</td>
<td>2,000</td>
</tr>
<tr>
<td>Test</td>
<td>6,500</td>
<td>8,500</td>
<td>(2,500)</td>
</tr>
<tr>
<td>Sequencing</td>
<td>12,000</td>
<td>11,250</td>
<td>750</td>
</tr>
<tr>
<td>Production analysis</td>
<td>5,000</td>
<td>5,150</td>
<td>(150)</td>
</tr>
<tr>
<td>Total</td>
<td>42,000</td>
<td>40,650</td>
<td>850</td>
</tr>
</tbody>
</table>
allows the project team to evaluate budgets in relation to the schedule baseline.

4.5 PROGRAM BUDGETING

The proliferation of projects in many firms has created a serious need to organize budgets in a manner that accurately tracks and controls project expenditures. With traditional budgeting methods, the budget for a project may be spread over different organizational units; for example, assigning a portion of the costs to marketing, engineering, production, and so forth. Consequently, it is difficult to establish centralized control and determine the actual amount of major expenditures.

The need to rectify this problem led to the creation of program budgeting, where income and expenditures are aggregated across projects or programs. This aggregation is usually in addition to the aggregation done across organizational units. Each project has its own budget, which is divided by task and the expected time of completion.²

4.5.1 Time-phased Budgets

To achieve effective cost control, time phasing of project work is absolutely critical. Time-phased budgets allocate costs across both project activities and the anticipated time in which the budget is to be expended.³ In essence, time-phased budgets consolidate the project budget and the project schedule.

A sample time-phased budget is illustrated in Table 4.3. In this illustration, the aggregate budget for a project activity is broken down across different time periods to reflect planned work on its various phases. Consequently, the time-phased budget is an excellent project control mechanism, because it allows the project manager to determine, during various stages of the project life cycle, how much of the budget monies have actually been expended. This figure can then be compared with the budgeted amount.

A time-phased budget also enables the project team to compare the schedule baseline with the budget baseline, which facilitates the identification of milestones for both schedule performance and project expenditures. Finally, as we will discuss in a later chapter, time-phased budgets are an important component of the earned value management technique.
Table 4.3 Sample of a Time-phased Budget

<table>
<thead>
<tr>
<th>Activity</th>
<th>January</th>
<th>February</th>
<th>March</th>
<th>April</th>
<th>May</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design</td>
<td>3,000</td>
<td>2,000</td>
<td>5,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blueprint</td>
<td>5,000</td>
<td>3,000</td>
<td>8,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engineering</td>
<td>2,000</td>
<td>2,500</td>
<td>1,000</td>
<td>5,500</td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td></td>
<td>6,500</td>
<td></td>
<td>6,500</td>
<td></td>
</tr>
<tr>
<td>Sequencing</td>
<td></td>
<td>4,000</td>
<td>7,000</td>
<td>1,000</td>
<td>12,000</td>
</tr>
<tr>
<td>Production analysis</td>
<td></td>
<td></td>
<td>3,000</td>
<td>2,000</td>
<td>5,000</td>
</tr>
<tr>
<td>Monthly planned</td>
<td>3,000</td>
<td>9,000</td>
<td>16,000</td>
<td>11,000</td>
<td>3,000</td>
</tr>
<tr>
<td>Cumulative</td>
<td>3,000</td>
<td>12,000</td>
<td>28,000</td>
<td>39,000</td>
<td>42,000</td>
</tr>
</tbody>
</table>

4.5.2 Tracking Chart

Once a time-phased budget has been established, we can produce a tracking chart that illustrates expected budget expenditures by plotting the cumulative budgeted cost of the project against the baseline schedule. Figure 4.3 shows a simplified example of the plot, which is another method for identifying the schedule and budget baseline over the anticipated life of the project.

Figure 4.3 Cumulative budgeted cost of the project
4.6 DEVELOPING A PROJECT CONTINGENCY BUDGET

A project contingency budget is created to offset project uncertainties, such as unforeseen events that can render initial budgets inaccurate and meaningless. An example of this is a construction project with a fixed amount for digging a building foundation. During excavation, the construction crew encounters previously undetected groundwater problems that must be corrected before proceeding—even though doing so will have serious negative repercussions to the project budget.

Budget contingencies recognize that project cost estimates are just that: estimates. Even in circumstances where unknowns are kept to a minimum, there is simply no such thing as full knowledge of events. As a result, project teams routinely develop a contingency budget that allocates an extra amount to cover the unpredictable. As with cost estimation, the amount earmarked for contingency funds varies with the level of uncertainty—the higher the degree of uncertainty associated with the project, the greater the amount of contingency allotted.

The purpose of including contingency funds in the budget is simply to ensure that unforeseen events do not delay project completion. They can also be used to offset errors associated with estimation, minor design changes, and other omissions. They increase the chance of work being done within the stipulated amount, which in turn increases confidence in project success. If that confidence can be raised to a point where the amount of contingency appears to be both realistic and achievable, its value as a control tool increases significantly.

4.6.1 Allocation of Contingency Funds

Contingency money can be added to individual project activities, work packages, or the project as a whole. Contingency fund allocation is not part of the activity-based costing process, but instead is over and above the calculated project cost.

Some organizations adopt a formal approach to the allocation of contingency funds and include a structured buildup within the project budget, as shown in Figure 4.4. Individual task budgets are set at a level that is reasonable for the defined work, in the view of the estimator and the manager responsible for the task. This becomes the budget issued to the personnel required to perform the task.
It should be noted that several minor tasks can come together to form a major task or work package. At this point, by either a rule-of-thumb or a risk-assessment method, a contingency is added to the budget to cover underestimates due to unforeseen difficulties in all the minor tasks. The work package manager may, in theory, control the use of contingency to accommodate any overruns.

### 4.6.2 Drawbacks of Contingency Funding

Contingency funding is contentious for many project organizations. While project teams support contingency funding as a viable tool for effective project cost control, its acceptance by project stakeholders—particularly by senior management and clients—is a thorny issue.

Clients often feel that contingency funds represent additional expenses for what they interpret as poor control and mismanagement of the original project budget. Furthermore, many clients also feel that the methods used to calculate contingency funds are somewhat arbitrary. For example, it is not uncommon in the building industry to apply a contingency rate of 10 to 15 percent to any structure prior to architectural design. As a result, a building budgeted for $10 million dollars would be designed, at best, to cost $9 million, with the additional million dollars not applied to the operating budget. Instead, it is held in escrow as contingency against unforeseen difficulties during construction.
Another point of contention with contingency often arises over the decision of where (which project activities) contingency should be applied. Does the contingency fund apply equally across all project work packages, or should it be held in reserve to support only a smaller set of critical activities? Clearly, the project team member whose activities receive additional contingency funding has an advantage over other team members receiving no monetary buffer.

A final drawback of contingency budgeting is its vulnerability. All too often, for example, senior management on either the company or customer side can conclude that the contingency estimate is too high. They assume that project planners and managers have made pessimistic assumptions that problems of the past will happen again. Further, in a business environment where it is common to “tweak” budgets to minimize expenditures, contingencies are a natural target for up-front budget revisions. They may be seen as a luxury provision for something that may never happen, and are eliminated to bring the budget down to an “acceptable” level.

The problem of vulnerability can be solved if project stakeholders deal in an authentic manner with the project planners who initially added the contingency. It is critical for top management to work in partnership with the project team to identify reasonable contingency levels, as well as uncertain or risky activities requiring contingency, and then to support the use of appropriate levels of contingency funding.

### 4.6.3 Advantages of Contingency Funding

In spite of these drawbacks, there are several advantages to the use of contingency funding for projects. First, there is explicit recognition that the future is fraught with uncertainty, and that there is potential for the occurrence of risk events that can have a negative impact on the project budget. Because of this, spending over and above the amount allocated for the project is more common than underutilizing it. Without contingency funds, which act as a cushion against time and money variances, project delays typically mean late completion and a continuous drain on budget.

Second, very few projects are completed within their budgets, and many overrun their targets—often by quite large amounts. This does not necessarily imply poor control, but rather stems from the impossibility
of anticipating all that will happen in the future. Through contingency funding, provision is made for these likely, but unexpected, increases in project cost.

Third, the use of contingency funds in a project is an early warning signal of a potentially overdrawn budget. When contingency funds are being applied to the project, there is a clear message that the normal operating budget has been spent, and there is a need for an alternative funding source. In the event of such signals, the organization’s top management needs to take a serious look at the project, examine the reasons for its budget variance, and begin formulating alternative plans should contingency funds prove to be insufficient to cover the project overspend.

4.7 ISSUES IN BUDGET DEVELOPMENT

Developing a project budget is a complicated, time-consuming process that requires a number of issues be addressed simultaneously. To do it correctly, we must maintain our focus on three important points:

1. The project team not only has to determine which categories of costs are relevant and appropriate for the project, but also has to identify the principle cost driver (labor, material, etc.) for each project activity, so that a reasonable expense can be charged against that activity. Furthermore, in allocating these resources to the project activity, the project team has to ensure that the task is completed within the time allocated to it by the project schedule.

2. The project team has to decide on the amount of contingency funds to hold in reserve, which is shown as a separate line item in the project budget. The issue of contingency is problematic, as there is usually a fine line between appropriate safety and too much or too little caution. The key lies in finding a reasonable middle ground: one that neither overstates nor underestimates the need to build in some measure of contingency.

3. If the project falls behind schedule, the project team has to make a decision regarding accelerating (crashing) project activities, which can have serious implications for the project budget. In the remainder of this chapter, we will discuss some of these important issues of project acceleration, budgeting, and their ramifications on overall project cost.
4.8 CRASHING THE PROJECT: BUDGET EFFECTS

Project acceleration, or “crashing,” involves shortening activity duration times by adding resources and incurring additional direct costs, both of which have a direct and significant impact on the project budget. To illustrate this point, Figure 4.5 reproduces a typical time–cost curve that highlights the relationship between accelerating a project and its budget implications. It is clear, from this figure, that there is an inverse relationship between the cost of crashing and the time saved in accelerating an activity’s schedule.

Because of this, the decision to crash project activities can never be taken without serious consideration of the consequences. What kind of schedule savings can be realized? How much will it cost? Will top management support any significant budget overruns in return for maintaining the schedule? These are just some of the critical issues that must be resolved prior to any decision to move forward with crashing project activities.

Ultimately, if the cost of crashing an activity is disproportionately high for the time saved, then it is not advisable to crash that activity. On the other hand, if time and schedule issues are critical, as in the case of event project management like the Olympic Games, it is acceptable to incur the extra cost and the decision to crash the project should be supported.

Figure 4.5 Standard time–cost trade-off curve
Crashing Project Activities—Decision Making

Before making a decision to crash project activities, project managers need to make a careful examination of the project budget. This will help them to determine

1. Which activities are the most likely candidates to be crashed
2. The additional costs related to the decision to crash these activities
3. The impact on the overall budget, including a comparison to the time gained from the decision to crash activities

To illustrate the considerations involved in crashing projects, consider the following example. Table 4.4 illustrates a simple project with eight activities. The table identifies the normal duration and associated cost for each of the activities. Further, it estimates how much each of these activities could be shortened, as well as the associated costs of crashing them.

The first decision relates to the candidates for crashing. To shorten project duration, at least one of the activities to be crashed must be on the critical path. Using Table 4.4, let’s assume that critical path activities are A, C, D, and H. A simple, side-by-side comparison of these activities and their crash costs is shown in Table 4.5.

Using Table 4.4, we can evaluate all candidates for crashing in terms of time gained versus cost to the project budget. First, we find that in crashing activity C, we save three days at a cost of $1,500 in extra expenses, which makes it the least expensive option. Crashing activity A saves the project three days at an additional cost of $2,000, raising

<table>
<thead>
<tr>
<th>Activity</th>
<th>Normal Cost</th>
<th>Normal Duration</th>
<th>Extra cost</th>
<th>Crashed Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$2,000</td>
<td>10 days</td>
<td>$2,000</td>
<td>7 days</td>
</tr>
<tr>
<td>B</td>
<td>$1,500</td>
<td>5 days</td>
<td>$3,000</td>
<td>3 days</td>
</tr>
<tr>
<td>C</td>
<td>$3,000</td>
<td>12 days</td>
<td>$1,500</td>
<td>9 days</td>
</tr>
<tr>
<td>D</td>
<td>$5,000</td>
<td>20 days</td>
<td>$3,000</td>
<td>15 days</td>
</tr>
<tr>
<td>E</td>
<td>$2,500</td>
<td>8 days</td>
<td>$2,500</td>
<td>6 days</td>
</tr>
<tr>
<td>F</td>
<td>$3,000</td>
<td>14 days</td>
<td>$2,500</td>
<td>10 days</td>
</tr>
<tr>
<td>G</td>
<td>$6,000</td>
<td>12 days</td>
<td>$5,000</td>
<td>10 days</td>
</tr>
<tr>
<td>H</td>
<td>$9,000</td>
<td>15 days</td>
<td>$3,000</td>
<td>12 days</td>
</tr>
</tbody>
</table>

Note. Activities on the critical path are highlighted in bold.
Table 4.5 Crash costs for critical activities

<table>
<thead>
<tr>
<th>Activity</th>
<th>Crash cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$2,000</td>
</tr>
<tr>
<td>C</td>
<td>$1,500</td>
</tr>
<tr>
<td>D</td>
<td>$3,000</td>
</tr>
<tr>
<td>H</td>
<td>$3,000</td>
</tr>
</tbody>
</table>

the total cost of A to $4,000. Crashing activities D and H represents a timesaving of five and three days, respectively, at additional costs of $3,000 each.

Next, every time we determine to crash a project activity, it is necessary to reexamine the project master schedule for its effect on the overall project and other noncritical feeder paths. This is because the decision to crash some activities can sometimes have the effect of raising other activities to the critical path. In the above example, if activity C (of 12 days’ duration) were crashed, the project schedule would need to be reexamined to determine if saving three days on this activity would lengthen a noncritical path.

The next decision to be made is whether to crash multiple times, because each attempt often leads to different choices for the best activity to be crashed. For example, if the results of the original estimate suggested a project schedule of 57 days (the combination of the durations of activities A, C, D, and H), the first crash decision shrank the schedule to a 54-day baseline at a cost of $1,500. It is possible to repeat this process—identifying the lengths of critical-path activities, weighing cost trade-off decisions, and continuing to shrink the durations of project activities—until there are no more to crash. Those activities that do remain do not affect the critical path, and, therefore, cannot impact the project’s final expected duration.

Through this process, the project team gains time, but also incurs extra direct costs. It is also necessary to account for indirect costs, such as overhead expenses and liquidated damages. The following section illustrates the choices the project team is faced with as they continually adjust the cost of crashing the schedule against other project costs.

In terms of overhead, suppose a project is being charged a fixed rate of $200 per day. Let us further assume that a series of penalties, including liquidated damages, is due to kick in if the project is not completed within
Table 4.6  Project costs over duration

<table>
<thead>
<tr>
<th>Project duration (in days)</th>
<th>Direct Costs</th>
<th>Liquidated damages penalty</th>
<th>Overhead costs</th>
<th>Total costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>57</td>
<td>$32,000</td>
<td>$5,000</td>
<td>$11,400</td>
<td>$48,400</td>
</tr>
<tr>
<td>54</td>
<td>33,500</td>
<td>3,000</td>
<td>10,800</td>
<td>47,300</td>
</tr>
<tr>
<td>51</td>
<td>35,500</td>
<td>1,000</td>
<td>10,200</td>
<td>46,700</td>
</tr>
<tr>
<td>48</td>
<td>38,500</td>
<td>0</td>
<td>9,600</td>
<td>48,100</td>
</tr>
</tbody>
</table>

50 days. The original 57-day schedule clearly created a risk for penalties. Further, the first crashed schedule, while improving the delivery date, was still four days over the deadline. However, suppose we discover that iterating the crashed schedule three times will take us from our original 57-day schedule to a new schedule of 48 days (crashing first activity C, then A, then H). The schedule has shortened nine days against a budget increase of $6,500 (see Table 4.6).

We complete this table by following the costs for each successive crashed activity and linking them to total project costs. Intuitively, we can see that direct costs will continue to increase as we include the extra costs associated with additional iterations of crashed activities. On the other hand, overhead charges and liquidated damages costs would decrease; in fact, at the 48-day mark, liquidated damages no longer factor into the cost structure. Here, the decision becomes simply one of at what point it is no longer economically viable to continue crashing project activities.

Figure 4.6 offers a visual explanation of the choices the project team made in balancing the competing demands of schedule and cost, particularly when other intervening factors were included, such as penalties for late delivery. Direct costs are shown with a downward slope, reflecting the fact that costs will rapidly ramp up as the schedule shrinks (the time–cost trade-off effect). However, if we also allow liquidated damage penalties to emerge after the 50-day schedule deadline, we see that the project team is facing a choice of paying extra money for a crashed schedule at the front end, versus paying out extra penalties for delivering the project delivery past the scheduled delivery date. The goal here is to minimize total project cost, represented as a balancing act between competing cost drivers—crashing costs and the cost of liquidated damages.
In summary, the important points regarding decision-making in project crashing are as follows:

- To shorten project duration, at least one of the activities to be crashed must be on the critical path.
- The activity to be crashed first is the one that has lowest marginal cost of crashing, compared to the other activities on the critical path.
- Crashing can occur multiple times, and the process can eventually lead to multiple critical paths. In such cases, the activities to be crashed are chosen from each of the critical paths that have the lowest marginal cost of crashing.
- In addition to the direct costs, it is also necessary when crashing a project to account for indirect costs such as overhead expenses and liquidated damages.

Along with project cost estimation, project budgeting provides the basis for establishing sound project control and profitability. To create an accurate budget for a project, we need to understand the difference between top-down and bottom-up budgeting, including their advantages and disadvantages. Further, because budgeting is truly only as good as the approaches that were used to first estimate costs, a better understanding of some of the key processes for cost estimation are required. Finally, the budget baseline must work in relation to the project schedule. This necessitates the creation of a time-phased budget that recognizes the
sequencing of project activities and allows the project team to identify their budget, including assessing its status on an ongoing basis. When properly managed, the budget, working together with the schedule, offers the project team the opportunity to apply maximum control over the project.
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Chapter 5

Project Cost Control

In Chapters 3 and 4, we examined the first two essential aspects of cost management: cost estimation and project budgeting. The next important part of this process is project cost control, which typically falls under the larger umbrella of project evaluation and control. For this reason, any discussion of project cost control must begin with a brief overview of the larger framework. This is followed by an examination of the various aspects and approaches to evaluating and controlling project costs, including S-curve analysis of time–cost relationships. The chapter concludes with an in-depth look at another valuable mechanism for controlling project costs called earned value management (EVM).

5.1 OVERVIEW OF THE PROJECT EVALUATION AND CONTROL SYSTEM

A project evaluation and control system measures project progress and performance against a project plan to ensure that the project is completed on time, within budget, and to the satisfaction of the customer. A good project evaluation and control system should also provide project managers with advance warning of potential problems before it is too late to correct them. Without these systems, projects proceed aimlessly with very little oversight, without a clear understanding of status, and without a well-thought-out action plan to bring the project back on track in the event of obvious disruptions.

Designing, implementing, and maintaining an accurate monitoring and control system is perhaps one of the most difficult challenges in project management, and more than a few organizations get it wrong.
There are two reasons for this. First, very few project managers and project teams have a strong grasp on the essentials of project control. Subsequently, they do not know what warning signals to look for during the development process, or when to look for them. Second, they do not have the necessary know-how and training to develop systematic project control that is comprehensive, precise, and timely. The good news is that this can be easily remedied with some basic knowledge of the processes and procedures involved.

5.1.1 Project Control Process

To correctly and accurately measure and evaluate project performance, four essential elements must be in place. They include setting a baseline plan, measuring progress and performance, comparing actual performance against plan, and taking corrective action—each of which is now examined in detail.¹

1. Establishing a project baseline plan—The project baseline plan provides the essential features for measuring performance. It begins with an accurate work breakdown structure (WBS), which establishes all the work packages and tasks associated with the project, assigns the personnel responsible for them, and creates a hierarchical representation of the project from the highest level down. To create the project baseline plan, the project team lays out each of the discrete tasks from the WBS onto a project network diagram, and time-phases all work, resources, and budgets.

2. Measuring and monitoring progress and performance—Accurate mechanisms for project measurement are essential prerequisites of effective control systems. The first step in creating them is to establish a control system that measures the ongoing status of various project activities in real time, and provides project managers with relevant information as quickly as possible.

The second step is to determine what should be measured. There are both quantitative and qualitative measures for monitoring project progress, and integrating quantitative measures like time and cost into the control system is relatively easy. On the other hand, qualitative measures like customer satisfaction with product functionality and technical specification can be determined only through on-site inspection or actual use.
When it comes to quantitative measurement, evaluating project performance relative to time can be as simple as answering questions like, “Is the critical path early, late, or still on schedule?” or, “Is there reduction in the slack of noncritical paths?” Measuring project performance against budget (e.g., dollars, units in place, labor hours) is more difficult. In these cases, a form of project measurement known as earned value management (EVM) can provide a realistic estimate of project performance against a time-phased budget. We will examine EVM later in this chapter.

3. **Comparing actual performance against plan**—Given that actual project performance is rarely in accordance with the original baseline plan, the next step is to compare the two to measure deviations. This analysis—sometimes referred to as “gap” analysis—is essential for determining current project status. As a rule, the smaller the deviation between the baseline plan and actual performance, the easier it is to take corrective action.

4. **Taking remedial action**—In cases where the deviations between the plan and actual performance are large and obvious, some form of corrective action is necessary to bring the project back on track. In some cases, the action may be relatively minor; in others, it may require serious and significant remedial steps. In situations where conditions or project scope have changed, the original baseline plan may have to be revised.

Finally, it is important to note that this monitoring and control process is not a one-time fix, but is a continuous cycle of goal setting, measuring, correcting, improving, and remeasuring as illustrated in Figure 5.1.

5.2 **INTEGRATING COST AND TIME IN MONITORING PROJECT PERFORMANCE: THE S-CURVE**

Gantt charts, control charts, and milestones are tools that are often used to monitor project performance. However, these tools track progress only in the dimension of time. The other important dimension of project performance, cost, is virtually ignored.

One of the mechanisms that monitors both dimensions is time–cost analysis. In this method, the project’s progress is monitored as a function of the cumulative costs and plotted against time for both budgeted and actual amounts. Time–cost analysis can be illustrated through the
simple example of a fictional project, “Project Orion,” which consists of four work packages (design, engineering, installation, and testing). The completion budget is $100,000, and the anticipated duration is 50 weeks. A breakdown of the project’s cumulative budget, in terms of both work package and time, appears in Table 5.1.³

In time–cost analysis, the relationship between time and money is represented graphically with time on the x, or horizontal axis, and money spent on the y, or vertical axis. The typical form of this relationship is S-shaped, where budget expenditures are initially low and increase rapidly during the major project execution stage before starting to level off again as the project gets nearer to completion. In Figure 5.2, the cumulative budget projections for Project Orion shown in Table 5.1 have been

<table>
<thead>
<tr>
<th>Work package</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prototype design</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12</td>
</tr>
<tr>
<td>Engineering</td>
<td>4</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>34</td>
</tr>
<tr>
<td>Assembly</td>
<td></td>
<td>4</td>
<td>20</td>
<td>6</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>36</td>
</tr>
<tr>
<td>Test</td>
<td></td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18</td>
</tr>
<tr>
<td>Total</td>
<td>6</td>
<td>6</td>
<td>12</td>
<td>12</td>
<td>28</td>
<td>14</td>
<td>12</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>100</td>
</tr>
<tr>
<td>Cumulative</td>
<td>6</td>
<td>12</td>
<td>24</td>
<td>36</td>
<td>64</td>
<td>78</td>
<td>90</td>
<td>94</td>
<td>96</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>
plotted against the project’s time duration. The S-curve figure represents the project budget baseline against which actual budget expenditures will be evaluated.

To monitor the status of a project using an S-curve, the cumulative project budget expenditures to date are compared with the actual spending patterns at the end of each time period of interest. Any significant deviations between actual and planned budget expenditures constitute a potential problem area that must be investigated.

S-curves were an early attempt to illustrate the nature of the important relationship between time and money. They help project managers understand the correlation between project duration and budget expenditures and give them a good sense of where the highest levels of budget spending are likely to occur. Using S-curves to monitor the status of a project involves the following: At the end of each time period of interest, the cumulative project budget expenditures to date are compared with the actual spending patterns. Any significant deviations between actual and planned budget expenditures would constitute a potential problem area that must be investigated.
The biggest advantage of S-curve analysis is that it is simple to use and data can be created and presented without much difficulty. Furthermore, the S-curve provides the most current information on the project status as budget expenditures can be constantly revised and the new value plotted on the graph. The S-curve is a more proactive control mechanism, as information can be represented immediately and updated continuously. Consequently, the S-curves provide a clear visual picture of the project’s status that is available in a timely manner and easy to read.

To illustrate S-curve analysis using the example in Table 5.1, we’ll assume that as of week 27, the original projected expenditure is $75,000. However, the actual project expenditures totaled only $65,000. The net effect is that there is a $10,000 budget shortfall, or negative variance between the cumulative budgeted cost of the project and its cumulative actual cost. Figure 5.3 shows this comparison of budget versus actual costs, along with the negative variance as of week 27.

![Project S-curve showing negative variance](image)
While S-curves provide project teams with many benefits, the greatest is that S-curve analysis is simple to use, and data can be created and presented without much difficulty. In addition, S-curves

- Help project managers understand the correlation between project duration and budget expenditures, and provide a good sense of where the highest levels of spending are likely to occur.
- Provide the most current information on project status, because budget expenditures can be constantly revised and new values plotted on the graph.
- Serve as a more proactive control mechanism, because information can be immediately represented and continuously updated.

Despite these advantages, S-curves have a number of significant shortcomings that must be taken into account when project teams contemplate their use. For example, while S-curves can identify deviations between actual and budgeted expenditures (both positive and negative variances), the cause of these deviations cannot easily be determined. In the S-curve shown in Figure 5.3, it is clear that the budgeted amount as of week 27 has not been expended. However, what we do not know and cannot conclude from this graph is the reason for the negative variance. Is it an indication that the project is behind schedule, or that the project team has come up with more efficient methods of completing the tasks? In either case, there is potential for misusing S-curves as a project-monitoring tool.

In the final analysis, simply evaluating a project’s status vis-à-vis its performance on time versus budget expenditures can easily lead to erroneous conclusions about project performance. This disadvantage created significant problems for several high-profile U.S. aircraft development projects in the early 1960s, and ultimately led to the adoption of the more popular analytical approach of earned value management.

5.3 EARNED VALUE MANAGEMENT

The remainder of this chapter focuses on earned value management, a mechanism that can determine how much work was accomplished for the money spent. The earned value system uses the data from the work breakdown structure, the project network, and the schedule to compare time-phased costs with scheduled activities. In the process, it enables meaningful comparisons to be made between actual and planned schedules and costs.
The use of EVM as a project monitoring and control mechanism began in the 1960s, when it was championed by the U.S. Government as a viable system for its agencies and contractors to track project performance. The focus was to track the “value” performance of projects, in addition to cost and other traditional measures. In the 30 years since its origin, EVM has been used worldwide in a wide variety of settings, ranging from governmental agencies to a host of project-based organizations in numerous industries.

Unlike Gantt charts and S-curves, EVM evaluates a project by integrating the criteria of time, cost, and value. In other words, in addition to comparing actual and budgeted costs, EVM integrates the important element of time in determining what was accomplished (value realized) to draw conclusions about current project status. In essence, the earned value method measures the value of the work actually accomplished at the cost rates set out in the original budget. This quantity is known as earned value (EV). Furthermore, as EVM provides information about the efficiency with which budgeted money is used relative to the value realized, forecasts about the estimated cost and schedule to project completion can be made.

5.4 EARNED VALUE MANAGEMENT MODEL

Earned value management shows the relationship among all three of the primary project success criteria: cost, schedule, and performance. The figures below illustrate the superiority of EVM in comparison with the
other project-tracking mechanisms, such as Gantt charts and S-curves. Essentially, S-curves establish a linkage directly and solely between cost and schedule (Figure 5.4). Tracking mechanisms, such as tracking Gantt charts, employ links between schedule and project (or activity) performance (Figure 5.5). It is only through earned value that the full nature of the association between the three success metrics of schedule, cost, and performance can be understood in relation to each other (Figure 5.6).
5.5 FUNDAMENTALS OF EARNED VALUE

The two key elements involved in developing an earned value analysis are

- *The work breakdown structure*—This provides, in a hierarchical structure, information regarding the individual tasks that need to be performed on the project and individual work packages. The WBS makes it possible to allocate necessary human resources that match task requirements. Subsequently, the project network derived from this information enables the correct sequencing of tasks to be identified, and provides the basis for developing a time-phased budget.

- *A time-phased budget for each work package*—With a time-phased budget in place, the project team can determine the timing of budget expenditures required to complete individual tasks. More importantly, the time-phased budget enables the project team to determine the points in the project when budget money is likely to be spent in pursuit of those tasks.

As an example, let’s assume that the design activity for a project has a budgeted amount of $100,000 and requires four months to complete. Let’s further assume that the major portion of the design work will be completed in the first three months. A time-phased budget for this activity may look like Table 5.2.

Now that we have the task and work package information from the WBS and applied a time-phased budget breakdown, the project baseline can be developed.

5.6 EVM TERMINOLOGY

The standard EVM terminology currently in use (with some minor variations) was first devised by the U.S. Department of Defense, and is as follows:

- *PV, planned value*—Comprises of all the relevant costs in the project, or any given part of the project, up to the reporting date.

Table 5.2 Time-phased budget for design activity

<table>
<thead>
<tr>
<th>Activity</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May–Dec</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design</td>
<td>$20,000</td>
<td>$40,000</td>
<td>$35,000</td>
<td>$5000</td>
<td>0</td>
<td>$100,000</td>
</tr>
</tbody>
</table>
• **EV, earned value**—The cost of all progress achieved on the project, or part of the project, up to the reporting date, expressed in terms of the costs originally set out in the initial estimate. It represents what has been earned, not simply what has been spent.

• **AC, actual cost of work performed**—The cumulative expenditures on the project, or part of the project, up to the reporting date.

• **CV, cost variance**—Given by (EV − AC).

• **SV, schedule variance**—Given by (EV − PV).

• **CPI, cost performance index**—Given by (EV/AC).

• **SPI, schedule performance index**—Given by (EV/PV).

• **OD, original duration.**

• **ETC, expected time to completion**—Given by (OD/SPI)

• **BAC, budgeted cost at completion**—Represents the total budgeted cost of the project baseline.

• **EAC, estimated cost at completion**—Represents the sum of the costs incurred to date and the revised estimated costs for the work remaining, given by (BAC/CPI).

• **FAC, computed forecasted costs at completion.**

• **VAC, variance at completion**—Given by (BAC − EAC) or (BAC − FAC), indicates expected positive or negative deviation at completion.

### 5.7 RELEVANCY OF EARNED VALUE MANAGEMENT

To illustrate the relevancy of earned value, we’ll return to the Project Orion example. Recall that this project consists of four work packages (prototype design, engineering, assembly, and testing), a budget to completion of $100,000, and an anticipated duration of 50 weeks. (For more information, please refer to Table 5.1 and the associated S-curve in Figure 5.2.)

Assuming that the projected project costs and actual expenditures are the same, we can determine that the project budget is being expended within the stipulated timeframe as of week 30. However, with some revised information, Table 5.3 shows the actual status of the hypothetical Project Orion. An examination of this table reveals that as of week 30, work packages related to prototype design and engineering have been fully completed, assembly is 50 percent done, and testing hasn’t begun. (Percentage values like those in Table 5.3 can be obtained from the project
Table 5.3  Project Orion’s budgeted costs (in $000) and percentage completed

<table>
<thead>
<tr>
<th>Work package</th>
<th>Duration in Weeks</th>
<th>Total</th>
<th>% Completed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prototype design</td>
<td>6 2 4 12 100</td>
<td>12</td>
<td>100</td>
</tr>
<tr>
<td>Engineering</td>
<td>4 8 8 8 6 34 100</td>
<td>34</td>
<td>100</td>
</tr>
<tr>
<td>Assembly</td>
<td>4 20 6 6 36 50</td>
<td>36</td>
<td>50</td>
</tr>
<tr>
<td>Testing</td>
<td>2 6 4 2 4 18</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>6 6 12 12 28 14 12 4 2 4 100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Cumulative</td>
<td>6 12 24 36 64 78 90 94 96 100</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

At this point, the earned value of the project work completed thus far is the critical question that needs to be answered. In other words, from the perspectives of budget, schedule, and performance, what is the status of Project Orion as of week 30?

Based on the information in Table 5.2, the earned value for these work packages can be easily calculated by totaling the product of the planned budget for each work package and its respective percentage completed. The resulting sum is the earned value to date for both the work packages and the overall project. For the Project Orion example, earned value (as shown in Table 5.4) at the end of 30 weeks is $64,000.

The earned value calculated above can now be compared with the planned budget, using the original project budget baseline. The results are shown in Figure 5.7, which provides a more realistic assessment of project status than the S-curve shown in Figure 5.3. According to the original budget projections, $68,000 should have been spent as of week 30. The earned value analysis, however, is projecting a shortfall of $17,000. In other words, there is a negative variance not only in

Table 5.4  Earned value calculations (values in thousands $)

<table>
<thead>
<tr>
<th>Work package</th>
<th>Planned budget</th>
<th>Percentage completed</th>
<th>Earned value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prototype design</td>
<td>12</td>
<td>100</td>
<td>12 * 1 = 12</td>
</tr>
<tr>
<td>Engineering</td>
<td>34</td>
<td>100</td>
<td>34 * 1 = 34</td>
</tr>
<tr>
<td>Assembly</td>
<td>36</td>
<td>50</td>
<td>36 * 0.5 = 18</td>
</tr>
<tr>
<td>Testing</td>
<td>18</td>
<td>0</td>
<td>18 * 0 = 0</td>
</tr>
<tr>
<td>Cumulative earned value</td>
<td></td>
<td></td>
<td>64</td>
</tr>
</tbody>
</table>
terms of money spent on the project, but also in terms of the extent of value created (performance) in the project to date. Specifically, while the $10,000 negative variance shown in Figure 5.3 may or may not be of serious consequence, a $17,000 shortfall in value earned on the project to date is certainly a cause for concern.\textsuperscript{10}

\subsection*{5.8 CONDUCTING AN EARNED VALUE ANALYSIS}

There are several important steps to be considered when conducting an earned value management analysis, including the following\textsuperscript{11}:

1. \textit{Clearly define each project activity or task, its resource needs, and a detailed budget for that task}—Using the work breakdown structure, the project team can identify all necessary project tasks and the project resources assigned to that task, including personnel assignments and costs for equipment and materials. Given these task breakdowns and resource assignments, the budget or cost estimate for each project task can be generated.
2. **Develop schedules for activity and resource usage**—The purpose of this step is to determine, on a period-by-period basis, the percentage of the total budget allocated to each task throughout the life of the project. The outcome of this process is the establishment of a direct link between the project budget and the project schedule. Specifically, this step provides information on how much of the budget is allocated to each task, along with when the resources will be used during the project development cycle.

3. **Develop a “time-phased” budget**—Armed with the information available from the previous step, it is now possible to establish expenditures across the project’s life. With this information, we can now determine the planned value, which is the total (cumulative) amount of the budget, and serves as the project baseline. During any stage of the project development cycle, the PV helps to identify the cumulative budget expenditures planned for that stage. The PV in any period is a cumulative value, which is sum of all planned budget expenditures of all preceding time periods.

4. **Determine and aggregate the actual costs incurred for each task that is being performed**—The aggregate actual costs of performing a task represent the actual cost of work performed (AC). In addition, we can also calculate the budgeted values for the tasks being performed. This gives us our project’s earned value (EV).

5. **Compute the cost and schedule variances as the project progresses**—The three key pieces of data collected from the previous steps (PV, AC, and EV) can be used to calculate both the project’s cost variance and schedule variance while the project is still in progress. The schedule variance is calculated as the difference between the budgeted cost of the work performed and the budgeted cost of the work scheduled to be performed to date, and is given by $SV = EV - PV$. The budget, or cost, variance is defined as the difference between the budgeted cost of the work performed and the actual cost of the work performed to date, and is given by $CV = EV - AC$.

Figure 5.8 presents a simple model that integrates the three key components of earned value (PV, AC, and EV). The project baseline (PV), which represents both the schedule and budget for all project tasks, is shown in the bottom left corner of the chart. Any actual schedule deviation from the original PV is attributed to the EV. Given these earned value figures, which indicate the extent to which project tasks are completed,
we can now compute the project’s AC, which is the difference between the budgeted and actual costs of the project’s activities.

5.9 PERFORMING AN EARNED VALUE ASSESSMENT

Table 5.5 presents the initial components of a calculated EVA on a fictitious project, titled “Project Jupiter.” This project, which began in January, has a planned duration of eight months and a $150,000 budget.

We are interested in calculating the earned value of Project Jupiter at the end of July. For purposes of simplicity, we will assume that the project comprises only six work packages. If we know the amount budgeted for each work package and when the work is scheduled for completion, we can begin to construct a budget table like the one shown in Table 5.5. This table shows that each work package has a fixed budget that runs across several time periods. For example, “Preliminary design” is budgeted to cost $20,000, and will be performed during the months of March and April. “Prototype development” is scheduled to begin in April, has a budgeted amount of $5,000, and concludes in May.

In Table 5.5, we can see the amount budgeted for each work package for each completed month of the project (January through July). In addition, we can see the actual amount spent each month in the bottom four rows. Although we had planned to spend $40,000 on activities by April, the actual cumulative costs were $45,000. On the surface, it appears that
Table 5.5  Earned value table for Project Jupiter

<table>
<thead>
<tr>
<th>Activity</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Plan % complete</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staffing</td>
<td>9</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>100</td>
<td>15</td>
<td></td>
<td>15</td>
</tr>
<tr>
<td>Preliminary design</td>
<td>8</td>
<td>12</td>
<td>20</td>
<td>80</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prototype development</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>60</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>60</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final design</td>
<td>2</td>
<td>8</td>
<td>15</td>
<td>25</td>
<td>40</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>5</td>
<td>40</td>
<td>45</td>
<td>20</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transfer</td>
<td></td>
<td></td>
<td>20</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>150</td>
<td></td>
<td></td>
<td></td>
<td>65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Monthly plan              | 9   | 6   | 8   | 17  | 17  | 18  | 55  | 20  |                 |       |
| Cumulative                | 9   | 15  | 23  | 40  | 57  | 75  | 130 | 150 |                 |       |
| Monthly actual            | 9   | 11  | 10  | 15  | 15  | 18  | 40  | 0   |                 |       |
| Cumulative actual         | 9   | 20  | 30  | 45  | 60  | 78  | 118 |     |                 |       |

the budget has been overspent—but, as noted earlier, this information is insufficient to arrive at any realistic determination of project status.

What has to be determined is the value earned on the project to date; that is, the number of work packages and the percentage of work completed in each, over the time budgeted to them. The key pieces of information that allow us to identify earned value are included in the three columns at the far right of Table 5.5. These columns show the planned expenditures for each work package, the percentage of work completed in each, and the calculated “value,” which is simply the product of the planned expenditures and the percentage of work completed.

For example, the work package “Preliminary design” has a total planned budget of $20,000 across two months. To date, however, only 80 percent of that work package has been completed, resulting in $16,000 in “value.” In the same manner, if we sum the numbers in the columns for planned expenditures and actual value (EV), we come up with our project’s planned budget ($150,000) and the value realized at the end of July ($65,000).

With the information that we now have in Table 5.5, it is possible to use earned value analysis to determine the project’s status. In this table, the planned value (PV) is the cumulative cost at the end of the month of July ($130,000). The earned value (EV) for the project to date, totaling $65,000, is at the bottom of the last right-hand column. The performance measures that are of interest to us are the schedule performance index (SPI) and the estimated time to completion. The SPI is calculated by
Performing an Earned Value Assessment

Table 5.6 Schedule variances for EVM

<table>
<thead>
<tr>
<th>Planned value (PV)</th>
<th>130</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earned value (EV)</td>
<td>65</td>
</tr>
<tr>
<td>Schedule performance index (SPI): EV / PV = 65/130 =</td>
<td>0.50</td>
</tr>
<tr>
<td>Estimated time to completion (ETC)</td>
<td>OD / SPI (8/0.50) =</td>
</tr>
</tbody>
</table>

dividing the EV by the PV, as shown in the calculation appearing in Table 5.6 ($65,000/130,000 = 0.50).

With the SPI, we can now determine the amount of time required to complete the project. Since the SPI is telling us that we are operating at only 50 percent efficiency, we divide the original project duration (OD) by the SPI to determine the projected actual timeframe for completion (8/0.50 = 16 months). Clearly, as of July, it appears that the project will take an additional nine months; in other words, we are running exactly eight months behind schedule.

Now that we have determined that our project is eight months behind schedule, the next step is to use the EVM to make similar projections about the final cost. The process for computing cost variances is similar to calculating schedule variances, except that the two important pieces of information we need are the actual cost of work performed (AC) and earned value (EV). We already know the earned value figure ($65,000), and we can determine the AC from Table 5.5. This is the cumulative actual cost incurred at the end of July ($118,000).

The cost performance index (CPI) for this project is obtained by dividing the EV by the AC ($65,000/118,000 = 0.55). The projected cost is calculated by dividing the original project budget ($150,000) by CPI (0.55) to arrive at the estimated cost to completion of $272,727 ($150,000/0.55). These calculations are presented in Table 5.7. The disconcerting news is that this project not only is well behind schedule, but is also projected to incur a significant cost overrun.

Figure 5.9 is a graphical representation of these variance values that shows the differences between earned value (EV) and PV and AC. The

Table 5.7 Cost variances for EVA

<table>
<thead>
<tr>
<th>Actual cost of work performed (AC)</th>
<th>118</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earned value (EV)</td>
<td>65</td>
</tr>
<tr>
<td>Cost efficiency index</td>
<td>EV/AC = 65/118 =</td>
</tr>
<tr>
<td>Estimated cost to completion</td>
<td>BAC/CPI = ($150,000/0.55) =</td>
</tr>
</tbody>
</table>
intriguing result of this example suggests how misleading simple S-curves can be.

For example, in Table 5.5, the difference of $12,000 between the AC ($118,000) and PV ($130,000) at the end of July seems to indicate that we have marginally underspent our budget. However, when viewed from the perspective of earned value ($65,000), the results were much more serious. This is due to the fact that when we calculated the percentage of completion for all scheduled tasks, the shortfall in earned value revealed that the schedule and cost variances were much more severe.

This example clearly underscores earned value management’s superiority for precisely determining actual status—which, as we’ve shown, is a function of its three component pieces: schedule, budget, and extent of project completion.

5.10 MANAGING A PORTFOLIO OF PROJECTS WITH EARNED VALUE MANAGEMENT

Earned value management methodology can be applied to both individual projects and portfolios of projects. With the latter, all of the earned value measures across the firm’s entire portfolio of projects are aggregated, with the aggregate earned value figure serving as a measure of the efficiency
with which the company is managing its projects. Table 5.8 is an example of a portfolio-level EVM control table.\textsuperscript{14} It presents both positive and negative cost and schedule variances, and, based on these measures, the projected cost to completion of each current project.

Table 5.8 includes not only information on the total positive variances for both the budget and schedule, but also the relative schedule and cost variances expressed as a percentage of the total project portfolio. For example, the company’s portfolio of projects is showing average cost and schedule variances of 6.84 percent and 7.34 percent, respectively.

It is evident from the above analysis that EVM provides a company’s top management with an excellent tracking and control tool for monitoring a portfolio of projects. Not only does it provide a measure of a company’s ability to efficiently run projects, but it also provides the mechanism to compare all projects currently in development, and facilitates identification of both the positive and negative variances that are incurred.\textsuperscript{16}

### 5.11 IMPORTANT ISSUES IN THE EFFECTIVE USE OF EARNED VALUE MANAGEMENT

Earned value management’s effectiveness as a performance metric depends on some important factors. The first, and most important, is the availability of highly accurate, up-to-date information on the percentage of work packages completed, which is vital for determining the earned value at any point in time. The accuracy of the calculated earned value hinges on an honest reporting system, as well as the integrity of the project team members and managers.
In practice, organizations use simple decision rules for assigning completion percentages. The common methods for determining completion values are

1. 0/100 rule—This rule assigns a value of zero to a project activity until it is completed. Once the activity is fully complete, then a 100 percent completion percentage is assigned. This rule is best suited for work packages that have very short durations, because it provides virtually no information on the status of the work package on an ongoing basis.

2. 50/50 rule—This decision rule assigns a 50 percent completion value for any activity that has been started and carries this value until it is completed, at which time the completion value switches to 100 percent. Like the 0/100 rule, this decision rule is most often used for work packages of very short duration.

3. Percentage complete rule—With this decision rule, the project manager and team members mutually decide upon a set of completion milestones. For example, these predetermined completion milestones may be 25, 50, 75, and 100 percent, or 33, 67, and 100 percent, or any other set of values. Next, the status of each in-process work package in the project is reviewed and updated. Depending on the extent of completion, the work package may or may not be assigned a new completion value, and, on the basis of this new information, the project’s EVM is updated. Clearly, the viability and integrity of this process rests on an honest appraisal of the status of ongoing activities in terms of the actual percentage of the activities completed, regardless of the elapsed time or budget spent.

The percentage complete rule can be problematic, primarily due to controversy surrounding the level of detail used in calculating an activity’s completion value. The various gradients of completion must be acknowledged and used by all parties; otherwise, using EVM involves the risk of creating misleading information. In addition, using the percentage completion rule with excessive levels of detail for EVM is essentially meaningless.

For example, let’s assume that the earned value analysis of a project uses percentage completion values based on five percent increments (e.g., 5, 10, 15, etc.). From a practical point of view, it is virtually
impossible to precisely delineate between five percentage points for most project activities. Consequently, the use of too much detail has the potential to confuse the true status of a project, rather than to clarify it.

The only exceptions to this are for projects where there is prior knowledge of the nature of the task, or where it is possible to accurately measure the amount work completed. In the case of software development projects, for example, where it is possible to judge quite accurately the number of lines of code needed to complete a task, a higher level of detail for task completion percentages can be employed. In these cases, it is also possible to estimate the cost that would be incurred in task completion.

A second issue when establishing accurate or meaningful EVM results is the “human factor” that comes into play when projecting project activity completion. In the interest of looking good for the boss, or due to implicit or even explicit pressure from project managers themselves, the tendency to downplay serious cost problems can arise.

Despite these limitations, EVM is useful for enabling project managers and their teams to gain a better understanding of the “true” nature of project status midstream—specifically from the aspect of cost control. The real-time information provided by EVM can be invaluable in gathering the most up-to-date cost information and in developing realistic and meaningful plans for addressing and rectifying any systematic problems associated with project cost management. Ultimately, these cost management benefits stem from disciplined planning and the availability of metrics that show real variances from plan to generate necessary corrective actions.

In the final analysis, project cost control is fraught with many uncertainties. Therefore, it is imperative that top management take the time to periodically review budget and financial information. By using a formal review process, it is possible to prevent projects from going adrift or the escalation of costs without sanctions. A formal financial review process can also mitigate the risk of cost overruns, and ensure that the project stays on course.

At the completion of the project, it is the project manager’s responsibility to ensure that all costs are accrued and accounted for, that a financial balance sheet is produced for audit and signature, and that the financial procedures of the company are adhered to.
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Cash flow is critical to any business, but from a project organization’s point of view, effective cash flow management can mean the difference between project success and failure. This is because the amount of cash inflow and outflow, and the timing of these flows during the course of a project, can have a significant influence on project costs and schedule.

In this chapter, we focus on why managing cash flow is vital to project success. You will learn about the various aspects of cash flow management, including payment arrangements and plans that influence cash flow, and will gain an appreciation of its importance in the context of managing cost and enhancing value in projects.

6.1 THE CONCEPT OF CASH FLOW

Simply defined, cash flow is the movement of funds in and out of a business, while cash flow management focuses on the timing of moving funds. This is often a matter of great importance to project managers, because even if a project is making good technical progress and is on schedule, it will be considered a financial failure if it runs out of money. Projects that suffer from poor cash flow ultimately incur additional costs and, possibly, significant delays as well. Sometimes, however, even borrowing additional money or stopping work until funds are received may not be viable options.

There are a variety of methods for funding projects, ranging from internal sources (the project is part of the corporate budget) to external means (use of government “seed” money or direct investment). The way
in which projects are financed has a major bearing on the cash flow arrangement for each of the project participants.

Because the various participants in the project have different interests in its outcome, their attitudes toward it and the way in which they are paid can all be quite different. For example, an organization that sponsors a major capital development project may require funds from a variety of sources. This often results in the formation of a consortium of interested parties (typically companies or banks) who put up money to finance the creation of the asset, and later fund its operation. If the asset can be exploited successfully, the operating revenues eventually generate a sum greater than the capital, and operating costs and profit accrue to the consortium members. This model has served as the basic arrangement for financing numerous projects, including the Channel Tunnel. The typical cash flow for a sponsor of a capital project (i.e., one capable of commercial exploitation upon completion) is shown in Figure 6.1.

![Cash flow curves for the sponsoring organization of a capital project](image)

**Figure 6.1** Cash flow curves for the sponsoring organization of a capital project
Notice in this figure that operational costs often start to accrue before
the completion of the capital project, while revenue may not start to flow until well after completion. Furthermore, the capital cost may have a funding gap in the operational phase that must be bridged. Also, the breakeven point for the project may be significantly later than the project’s start date; for example, it may require as much or more time to reach break even as it does to construct the capital asset itself.

The contractors who actually carry out the work of designing and building the asset are likely to be in a fundamentally different position than project sponsors. If they are not part of the sponsoring consortium, they will have no interest in the commercial exploitation of the asset; all they want is to be paid for their work as and when it is completed, and move on to another project when their assignments are complete. The arrangement for making claims for payment will normally be covered in the contract, and a variety of payment schemes have been devised, depending on the project’s nature and circumstances. On the basis that work is paid for as it is performed, the contractor’s cash flow will generally look like that shown in Figure 6.2.

Referring back to Figure 6.1, notice that the contractor’s position has little or no impact on the eventual outcome of the project. Assuming that work is done satisfactorily, a final profit will accrue at or near the end of the contract period, and sponsors will generally allow profits to be added into the claims for payment as they are made, even under cost-plus-fee terms. Even then, it is generally not possible to do the work without a cash float over most of the project’s duration, as shown in Figure 6.2.

This float is required because claims are generally retrospective, i.e., for work done in the past, and there is always a delay between making the claim and actual payment. The extent to which the contractor is exposed will reflect both the agreed-upon contract conditions and how well he or she performs the work. With a simple cost-plus reimbursement arrangement, cash exposure may be limited to about 60 days’ working capital, and may be even less if advance payments for “start-up costs” can be obtained. However, with milestone or stage payment plans (discussed later in this chapter), the exposure can be much greater if the work is delayed or not performed satisfactorily.

Note: Private venture projects for the development of new products and services put the developer in the same position as the sponsor of a capital project, although the departments within the company that do the work
may, for accounting and control purposes, be treated as though they are contractors.

From both the sponsor’s and the contractors’ points of view, the importance of managing the cash situation is critical. Both parties need to know which expenditures are taking place as they happen. The sponsor must plan to have access to funds to pay the contractors, and must be aware of growing costs and progress being made on the project. The contractor must have systems in place that correctly gather costs as they are incurred and generate billing at the appropriate time. There should also be a credit control system that ensures payment is received within an acceptable timeframe.
Some of these aspects will be contained within a company’s general accounting system and overall terms of trading. Even though the project manager may not have much influence or control over these issues, it is the responsibility of all project managers to ensure that appropriate systems are set up to gather relevant data and feed it to the general accounting and invoicing system.

Project managers themselves are not normally required to manage the actual cash position, unless the project takes up a large part of the company’s resources. Instead, this is often done centrally, and many companies, particularly the large ones, will draw cash from a variety of sources. These can include concurrent projects, ongoing sales of production items or repeat services, loans and overdrafts, rights issues, etc. Funds from these diverse sources are normally pooled into the business.

### 6.2 CASH FLOW AND THE WORTH OF PROJECTS

The term **cash flow** is used to describe the net difference, at any point in time, between income (revenue) and project expenditures; negative cash flow is outgoing, while positive cash flow is income. Figures 6.1 and 6.2 show that at some point in the project life cycle, the revenue line crosses the expenditure curve. Beyond that point, the project will generate a profit.

In the case of a pure contractor with no interest in the operational phase of the project, a cash flow breakeven analysis may not be performed. If one is undertaken, it is far more likely to be done in a competitive tendering situation, for the purpose of a risk/reward assessment. However, with significant capital projects, which may take years to complete and have an operational or production life of twenty or more years, establishing the breakeven point is a fundamental aspect of the project investment analysis.

With major projects, where development costs are enormous, the investment decision is based on the anticipated number of sales and the period over which the product will be sold. For example, the development costs for Airbus A380 project may exceed $20 billion, and the breakeven number for airliners at the time of project launch is estimated to be over 100 units. In reality, however, the actual number required to make a true profit is likely to turn out to be much greater. Clearly, if sales are slower than expected, and given the massive ongoing costs
of operating an airline production plant, the breakeven point will rise rapidly and extend much further into the future than anticipated.

6.2.1 The Time Value of Money, and Techniques for Determining It

In the case of longer-term projects, the time at which profits start accruing can have a bearing on the worth of future earnings. This is expressed by an important financial concept called the time value of money. It states that, in general, money earned now is worth more than money earned at some time in the future, for two reasons:

1. Additional return could have been obtained if the money had been invested in the intervening period.
2. Purchasing power is reduced, due to inflation.

Furthermore, profits made much later in the future are more vulnerable to changes in circumstances than near-term earnings; for this reason, less value should be attached to them.

In the case of long-term projects, it has become normal practice to consider the time value of money by applying a discount rate to future cash flows. The discount rate used is based on the required or desired rate of return, and may also include the expected rate of inflation over the life of the project. Applying discounting rates tends to show very clearly that projects generating a profit early in their life cycle are preferred to projects that generate profits much later in the future.

When financially evaluating both capital and developmental projects, it has become common to employ the technique of discounted cash flow (DCF). Discounted cash flow takes into account the timing at which expenditure and profits rise, and shows the effective rate of return on the total investment over the life of the project. When evaluating the worth of the project, the desired rate of return can be set at some boundary level. If the initial analysis and evaluation shows that this rate of return cannot be achieved, then the returns are likely to be too low and the project will not be worth pursuing. The method of calculating DCF is relatively straightforward, and can be easily adapted to spreadsheet methods.

An alternative approach is to determine the discount rate that would generate a zero return over the complete life of the project. This is termed
the **internal rate of return (IRR)**. A hurdle rate can be set for the IRR, and any project that cannot meet or exceed it is deemed to be not worth pursuing unless there are other important, nonfinancial factors.

Figure 6.3 shows the sensitivity of the breakeven point in terms of the time at which breakeven is achieved, from the point of view of both discount rates and project progress. While these are not the only factors that determine profitability, they do emphasize the point that shorter-term projects are likely to be less vulnerable than longer-term ones.

**Figure 6.3** Cash flow characteristics showing how a more pessimistic view of future discount rates and delays in achieving the breakeven point can dramatically reduce the net worth of the project³
6.2.2 Applying Discounting to Project Cash Flow

Completing the construction or development phase in the shortest reasonable time should always be a project management goal, unless there are very good reasons for a delay. For example, if the project organization determines that uncertainties in the labor markets or political arenas of host countries make it difficult to execute a project in the short term, it may choose to deliberately slow down the project until these uncertainties resolve themselves. When the discounting process is applied to project cash flow, it produces the net present value (NPV) of the proposed project at the given discount rate. (A project will have an NPV of zero at the IRR.) This is a popular method of establishing the worth of a project investment, with a positive NPV at the hurdle discount rate identifying a potentially viable project from a financial point of view.

In addition to the NPV method, the discounted cash flow return (DCFR) approach can be used. This approach is particularly suitable if capital is being borrowed to finance the project. With this method, besides the pure cash inflows to the project, interest is assumed on the negative cash balance at a rate equal to the applied discount rate. This inevitably produces a much greater cash demand than the simple DCF calculation, and is the equivalent of paying off a mortgage. In the early period, any cash inflows are absorbed in paying the interest, but as the project nears completion, the debt rapidly diminishes.

Regardless of the method used, the result for a given discount rate will be the same: a positive NPV will also result in a DCFR that is above the discount rate used in the NPV calculation. At the project’s internal rate of return, both methods will generate a value of zero.

The formulas for calculating NPV and IRR are as follows:

1. \[ \text{NPV} = (\text{Cash inflows} - \text{Cash outflows}) \times \text{Discount rate} \]
   where
   \[ \text{Discount rate} = \frac{1}{1 + k + r}^t \]
   and
   \[ k = \text{the inflation rate} \]
   \[ r = \text{the required or desired rate of return} \]
   \[ t = \text{time period} \]

2. \[ \text{IRR} = \text{the discount rate at which NPV is approximately equal to 0.} \]
Example 1
Your project organization has to decide whether or not to invest in a project opportunity. The following information is available to you:

Initial cash outflow = $200,000 in the current year (year 0), and $100,000 in the next year
Cash inflows = $100,000 in year 1, $150,000 in year 2, $175,000 in year 3, and $75,000 in year 4
Required rate of return = 12%
Inflation rate = 4%

a. Calculate the NPV for this project.
b. Calculate the IRR for this project.

Solution
The discount factor and NPV for this example is given by

\[
\text{Discount factor} = \frac{1}{(1 + k + r)^t} = \frac{1}{(1 + 0.04 + 0.12)^t} \quad \text{for} \quad t = 0, 1, 2, 3, \text{and} \ 4
\]

\[
\text{NPV} = \text{Net flow} \times \text{Discount factor}
\]

a. NPV (Table 6.1)
b. IRR: Steps (Tables 6.2.1, 6.2.2, and 6.2.3)

1. Assuming an inflation rate of 4 percent, try different rates of returns to calculate the NPV of the cash inflows.
2. Subtract the cash outlay from the total NPV of the inflows.
3. The rate at which the value from step 2 is close to zero is the IRR.

<table>
<thead>
<tr>
<th>Year</th>
<th>Cash inflows</th>
<th>Cash outflows</th>
<th>Net flow</th>
<th>Discount factor</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>$200,000</td>
<td>($200,000)</td>
<td>1.0000</td>
<td>(200,000)</td>
</tr>
<tr>
<td>1</td>
<td>$100,000</td>
<td>$100,000</td>
<td>0</td>
<td>0.8621</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>$150,000</td>
<td>0</td>
<td>$150,000</td>
<td>0.7432</td>
<td>111,474</td>
</tr>
<tr>
<td>3</td>
<td>$175,000</td>
<td>0</td>
<td>$175,000</td>
<td>0.6407</td>
<td>112,115</td>
</tr>
<tr>
<td>4</td>
<td>$75,000</td>
<td>0</td>
<td>$75,000</td>
<td>0.5523</td>
<td>41,422</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$65,011</td>
</tr>
</tbody>
</table>
Table 6.2.1  Net present value calculations to determine IRR for the example project: Trial 1, \( r = 12\% \)

<table>
<thead>
<tr>
<th>Year</th>
<th>Cash inflows</th>
<th>Discount factor</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$100,000</td>
<td>0.8621</td>
<td>86,207</td>
</tr>
<tr>
<td>2</td>
<td>$150,000</td>
<td>0.7432</td>
<td>111,474</td>
</tr>
<tr>
<td>3</td>
<td>$175,000</td>
<td>0.6407</td>
<td>112,115</td>
</tr>
<tr>
<td>4</td>
<td>$  75,000</td>
<td>0.5523</td>
<td>41,422</td>
</tr>
<tr>
<td>Total NPV of cash inflows</td>
<td></td>
<td></td>
<td>351,218</td>
</tr>
<tr>
<td>Total cash outlay</td>
<td></td>
<td></td>
<td>286,207</td>
</tr>
<tr>
<td>NPV difference</td>
<td></td>
<td></td>
<td>$65,011</td>
</tr>
</tbody>
</table>

Table 6.2.2  Net present value calculations to determine IRR for the example project: Trial 2, \( r = 15\% \)

<table>
<thead>
<tr>
<th>Year</th>
<th>Cash inflows</th>
<th>Discount factor</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$100,000</td>
<td>0.8403</td>
<td>84,034</td>
</tr>
<tr>
<td>2</td>
<td>$150,000</td>
<td>0.7062</td>
<td>105,925</td>
</tr>
<tr>
<td>3</td>
<td>$175,000</td>
<td>0.5934</td>
<td>103,848</td>
</tr>
<tr>
<td>4</td>
<td>$  75,000</td>
<td>0.4987</td>
<td>37,400</td>
</tr>
<tr>
<td>Total NPV of cash inflows</td>
<td></td>
<td></td>
<td>331,207</td>
</tr>
<tr>
<td>Total cash outlay</td>
<td></td>
<td></td>
<td>284,034</td>
</tr>
<tr>
<td>NPV difference</td>
<td></td>
<td></td>
<td>$47,173</td>
</tr>
</tbody>
</table>

Continuing with the trials for \( r > 12\% \), you will find that for \( r = 24.7\% \), the returns are close to zero (about \(-$11\)). Hence, a close approximation of IRR for this example is 24.7 percent. If the firm required a return greater than 24.7 percent, the project will not be acceptable.

Table 6.2.3  Net present value calculations to determine IRR for the example project: Trial 2, \( r = 24.7\% \)

<table>
<thead>
<tr>
<th>Year</th>
<th>Cash inflows</th>
<th>Discount factor</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$100,000</td>
<td>0.7770</td>
<td>77,700</td>
</tr>
<tr>
<td>2</td>
<td>$150,000</td>
<td>0.6037</td>
<td>90,559</td>
</tr>
<tr>
<td>3</td>
<td>$175,000</td>
<td>0.4691</td>
<td>82,092</td>
</tr>
<tr>
<td>4</td>
<td>$  75,000</td>
<td>0.3645</td>
<td>27,337</td>
</tr>
<tr>
<td>Total NPV of cash inflows</td>
<td></td>
<td></td>
<td>277,689</td>
</tr>
<tr>
<td>Total cash outlay</td>
<td></td>
<td></td>
<td>277,700</td>
</tr>
<tr>
<td>NPV difference</td>
<td></td>
<td></td>
<td>$11</td>
</tr>
</tbody>
</table>
As a result of the above analysis, we can make some reasonable decisions on whether or not a project is worth the investment. There is an important caveat, however, when using net present value to evaluate projects. The longer the project’s life or projected stream of revenues, the less precise this approach becomes. The reason for this is that we are making certain assumptions about critical issues, like the stability of the inflation rate over time. If inflation suddenly rose dramatically, in the midst of a 10-year repayment schedule, it would take longer to pay off the initial investment. Also, in uncertain financial or economic times, it can be risky to make investment decisions when discount rates may fluctuate.

Some drawbacks with using internal rate of return must also be taken into consideration. First, IRR is not the rate of return for the project. In fact, IRR equals the project’s rate of return only when project-generated cash inflows can be reinvested in new projects at similar rates of return. If the firm can reinvest revenues only on lower-return projects, the “real” return on the project is something less than the calculated IRR. A couple of other problems with IRR make NPV a more robust determinant of project viability:

- IRR and NPV calculations typically agree (that is, make the same investment recommendations) only when projects are independent of each other. If projects are not mutually exclusive, IRR and NPV may rank them differently. The reason is that NPV employs a weighted average cost of capital discount rate that reflects potential reinvestment, while IRR does not. Because of this distinction, NPV is generally preferred as a more realistic measure of investment opportunity.
- If cash flows are not normal, IRR may arrive at multiple, conflicting solutions, as is the case when net outflows follow a period of net cash inflows. For example, if it is necessary to invest in land reclamation or other incidental but significant expenses following the completion of plant construction, an IRR calculation may result in multiple return rates, only one of which is correct.

6.3 PAYMENT ARRANGEMENTS

Without a steady source of funds, the project will simply grind to a halt. The way to ensure continuous cash inflow depends on the nature of the project, and who the sponsor is. With externally sponsored projects,
payment for work done is covered by the contractual arrangements set up at the time of project initiation. With internally funded projects, there will normally be some budget approval process by which funds are allocated. With the latter approach, the project manager is free to deploy resources on the project and use the funds, as long as the expenditures are within the approved budget limits.

Expenditures against budget will normally be monitored through the company’s accounting system. These systems typically gather time bookings against the approved project code numbers (numbers often generated from the project’s WBS coding) and then calculate costs using the appropriate charge rates. Brought-in materials, parts, and services are acquired through the purchasing system, which is separately related to the accounting system.

Accounting codes will also be generated for other expenditures, such as personnel expenses. At regular intervals (usually monthly), the accounting system should be able to generate figures for the amount spent in a given period against the various cost codes and cumulative totals. Project managers can then compare actual expenditures with approved budgets. If it appears that the budget limit is likely to be breached in the near term, then the project manager will normally be required to submit a request for a budget increase to the approving authority. How these requests are viewed will depend on many factors, including the importance attached to the project and the reasons for the cost overruns.

Outside contractors who undertake project work on behalf of a sponsor normally expect to receive payments as and when jobs are completed, and make a profit at the end, as illustrated in Figure 6.2. Payment arrangements can vary between projects, and will reflect the degree of risk that each party is willing to take, as well as the degree of control the sponsor wishes to retain.

6.3.1 Cost-reimbursable Arrangements

A cost-reimbursable arrangement is often the simplest form of contract, particularly if the work is ill defined at the outset. This is also called the “cost-plus-fee” or “cost-plus” contract. It is sometimes referred to as a “limit-of-liability” contract, because it is normal for the sponsor to set limits on the amount of funds that he or she is willing to allocate. When that limit is reached, the sponsor can increase the limit, in which case
work can continue. However, if the limit is not increased, the contractor is free to stop work.

Under these conditions, contractors are normally allowed to bill for costs incurred as and when they complete related work. Billing is often done on a monthly basis, and normally an allowance for profit will be added to each monthly bill. From the contractor’s viewpoint, this is a particularly good arrangement as there are no risks associated with either work content or getting paid promptly. Cash flow exposure is usually limited to little more than the operating costs incurred during the period allowed for bill paying—typically 30 or 60 days.

Although this may be an advantageous arrangement for the contractor, there are some risks for the sponsor. For example, work that has been claimed as completed may not actually have been done. Because of this potential, some sponsoring organizations, such as government agencies, demand the right to have an independent audit of project accounts. They may also demand the right to send a representative onto the contractor’s premises to view work in progress and ensure that claims for payment are in accordance with the progress achieved. In other cases, certificates may be required from a quantity surveyor confirming that the claimed amount of work has been done. With a contract of any size, it would be remiss of a sponsor not to do this, yet organizations that fail to secure these rights at the contract negotiation stage can easily find themselves in this position.

The project manager’s most important responsibilities concerning cost-reimbursable arrangements are

1. To generate a set of work packages that clearly specify the work to be done, and from which any particular work package can easily be identified. Work package codes that can be used as timesheet or purchase order codes are ideal for this purpose. When choosing a coding system, however, it is important to use a format that is compatible with the existing accounting system. While it is possible to use work package codes that do not conform to accounting codes, it is an additional complication that can lead to extra work and become a source of errors.

2. To ensure that all staff accurately account for time spent working on the project. All personnel should record their time manually on timesheets or through electronic input. It is important that the correct booking codes are used, and project managers
must ensure that responsible section heads enforce compliance to this rule. The same rule should also apply to codes attached to purchases.

3. To ensure prompt invoicing for work done. All work accomplished during the qualifying period should be accounted for, and the appropriate invoices should be prepared. While credit control associated with bill payment may not be the responsibility of the project manager, it should be brought to his or her attention if the sponsor is consistently late on settlements.

6.3.2 Payment Plans

Payment plans are a useful way of regulating cash-flow exposure for the contractor and, to a lesser extent, the sponsor. However, they do rely on a well-defined and clearly understood plan that is largely adhered to throughout the life of the project.

With some types of contracts, sponsors will wish to limit payments to the extent that only planned and completed work is paid for, given that the work can be well defined in advance. This approach is potentially applicable to either the cost-reimbursable or the fixed-price (lump sum) contract. The critical feature is that the work is clearly understood and delineated well in advance, and set out in a plan to which both parties have agreed.

With the simple fixed-price contract, arrangements can include looking across the complete project plan and defining a series of easily identifiable points of achievement, such as the completion of the first prototype or completion of all functional tests. These milestones mark the progress of the project. Then, the total value of the project up to each milestone is calculated, which in turn generates the payment plan, based on the timing of the milestones.

Because there can be periods of several months between each milestone, contractors are often allowed to bill monthly for work as it is completed, up to some fixed percentage (e.g., 75 percent) of the value of the work related to that milestone. Beyond that, no further billing is allowed until both parties have agreed that the milestone has been met. This arrangement is advantageous to both sides, because it allows claims to be made as work proceeds, which aids the contractor, while ensuring that only completed work is paid for.
Another advantage is that the sponsor can clearly see the total amount of money he or she is expected to pay throughout the life of the project, which can help when arranging financing. In addition, the prospect of delayed payment due to lack of progress is an incentive for the contractor to meet scheduled due dates.

Fixed-price milestone payment plans can also be used in a cost-reimbursable arrangement, provided overall budgets can be agreed upon between the contractor and the sponsor. Claims can be made as before, up to a set percentage of the budget value attached to the milestone, but once the milestone has been met, the contractor can submit a balancing invoice for the actual costs incurred.

The drawback with milestone payments is that if the plan is subject to frequent revisions, it has to be completely rebudgeted and rescheduled each time there is a major change. This, in turn, leads to revisions in the time and value attached to the revised milestones. Another obvious drawback with fixed-price contracts is that they assume it is possible to be reasonably certain of the stages in project development and overall costs. When unanticipated problems arise, a fixed-price contract may suddenly make the project very unattractive for the contractor, resulting in demands to renegotiate or even terminate the project midstream.

There is a derivative of the milestone approach that overcomes, in part, the need to redefine the cost and timing of the work each time there is a revision to the plan. With a stage payment arrangement, the project is divided into a series of blocks of work, or “stages,” each with a budget attached. Usually, these stages are directly related to the major areas of work in the WBS.

Unlike milestones, which are discrete events that occur in sequence, it is possible for work on several stages to be performed concurrently. If the stages are relatively large, billing can be done monthly up to some fixed percentage, as is done in the milestone plan. Beyond that point, billing is not allowed until the agreed-upon stage is completed. In a big project involving a large number of stages, where work on a substantial number is performed concurrently, more extensive administration is needed to ensure correct monthly billing. This is because each stage is likely to be at a different level of completion, and will have a different value.

The advantage of the stage payment arrangement is that when a project is reconfigured, it is likely that only a proportion of the work will be changed, and only those stages that are directly affected by the
change will need revision. In some cases, only the planned completion date will change—the basic work content will remain unaffected. Stage payment arrangements also allow contractors to be paid promptly if they get ahead of schedule in some areas. However, this practice should not be allowed too often, because it can result in meaningless work if changes are instigated after tasks have been completed ahead of when they were planned.

### 6.3.3 Claims and Variations

It is the rare project that is completed without changes. Not only are changes expected, but they are also taken into account by most contracts. In extreme cases, sponsors have attempted to employ “all-risk, ceiling price” contracts, which state quite clearly that whatever may transpire on the project, the contractor is expected to complete the work and the sponsor will not pay any more than the agreed-upon ceiling price. This type of contract was used on aspects of the Channel Tunnel work in Europe, and led to a series of disputes between sponsor Eurotunnel and contractor Transmanche Link, particularly because the sponsor instigated some of the changes.

Although this practice seems unreasonable from the contractors’ point of view, many massive capital projects could never be justified at the outset without some limitations on the cost of development. The fact that the Channel Tunnel’s construction cost significantly exceeded its original estimate, for example, left the entire project in a terrible financial state.

With more normal contractual arrangements, the cost of work over and above that covered in the contract can normally be recovered in two ways: **claims** and **variations**. Employing claims and variations is a useful way of limiting cash exposure on the part of contractors in a situation that is subject to change. These two terms are sometimes used interchangeably, but in fact refer to two very different things.

A claim is generally a retrospective demand for compensation for costs properly incurred. Claims can be made whenever additional expenditure has been incurred for labor or expenses that are not in the agreed-upon scope of work. Sponsors typically wish to be informed as soon as it is determined that additional work or expenditure is needed, so that they can comment on what is being done, make suggestions that might limit costs, and also make the necessary provisions for cash.
In cases where the additional expenditures were necessary for the work to be completed, a claim can be raised to cover all the costs. Generally, these claims are made at cost, plus the normal profit. Claims should be submitted as soon as the additional expenditures are incurred, to properly account for what has been done, and should be separately identified from any routine invoices. If the claims submitted are challenged by the sponsor, particularly if they seem excessive, then such disagreements should be resolved through negotiations. It is important to note that prices contained in the scope of work cannot be varied if the work is performed under a fixed-price arrangement, even if the contractor overspends.

Unlike claims, variations cover work that will take place in the future. Variations are inevitable on most projects, and can be a major source of contention when firms underbid to win work and then look for ways to make up the difference during development. There is no doubt that in many competitive situations, there is full knowledge on the part of the contractor that the quoted price cannot possibly cover the anticipated work. In these situations, variations to the scope of work are introduced as the work proceeds, and, if carefully managed and presented, can change the contractor’s potential loss into a profitable state.

While these practices by contractors certainly constitute exploitation of the customer’s lack of knowledge, they are also a defensive reaction to sponsors who seek to offload their own risks by demanding fixed-price bids in competitive situations. This practice of deliberate underbidding has become so common, some regard it as part of the normal process of attracting and maintaining business.

Variations can take a variety of forms, depending on the project and contract terms. They can arise when sponsors change their demands, when contractors make suggestions, or when there is acceptance of changed circumstances. Depending on the nature of the change, negotiations may be required for agreement on the content of the revised work and the price to be paid.

Once agreed upon, the variation becomes a contractual amendment to the original scope of work and is usually contained in a “variation order,” or a “contract change note” document. Acceptance of the variation order allows the contractor to proceed with the new work and present invoices for payment in the normal way. Not all variation orders cover increases to the project. Occasionally, aspects of the project work are no longer deemed necessary, due to changed circumstances, and a variation order is raised to delete them from the scope of work.
6.3.4 Cost Variation Due to Inflation and Exchange Rate Fluctuation

Despite the fact that governments and forecasting institutions have spent huge sums on developing economic models, the ability to accurately forecast inflation rates over the medium to long term remains extremely difficult. The effect of inflation on program cost appears in two ways:

1. Inflation over and above that allowed for in the estimate, which generates additional cost over which the contractor has no control

2. Inflation for projects subject to slippage, where not only is there more work than expected, but also more is being done later than planned, and thus at a higher-than-expected cost

This situation clearly has an adverse impact on the real value of payments made under fixed-price conditions. To eliminate this risk, it has become common practice to include a clause in the contract that allows the sum of money paid at any point in the project to be varied according to the prevailing rate of inflation. This was particularly the case during the 1970s and 1980s, when inflation rates were relatively high.

Contracts of this type have been viewed as fair for all concerned parties, because they remove a contentious element of risk: in terms of purchasing power, the relative value of the contract remains fixed. Neither party is expected to shoulder the total burden of cost increases if inflation turns out to be higher than expected, or make an excess profit if it is lower. Necessary adjustments to price are made by applying formulas that use published index number series.

When projects involve participants outside the host country, currency fluctuations become another aspect of value that is subject to variation. The methods for dealing with this can involve such things as agreeing with the purchaser that all invoices will be in one currency and paid in that currency. For example, if it is agreed upon that all invoices will be issued in U.S. dollars and all payments will be in dollars, all of the exchange rate risks lie with the non-U.S. purchaser. If, however, a U.S. firm agrees to issue all of its invoices in euros and be paid in euros (as would be the case with a U.S.-flagged carrier purchasing Airbus aircraft for its fleet), the non-European party assumes the currency exchange rate risk.

Other methods to counter currency exchange rate movements include forward-buying the currency at a fixed exchange rate, and agreements
to revalue the contract work at fixed times in the future, based on the prevalent exchange rates at those times.

### 6.3.5 Price Incentives

Occasionally, situations arise where there is a possibility that cost savings can be made during the course of the project. This can happen when uncertainties are so great that it is impossible to agree to a fixed-price contract without including excessive contingencies. Sponsors naturally want to avoid this option, and may instead propose a contract that includes an inducement for the contractor to finish the project at a price lower than the fixed amount. This inducement is in the form of increased profit, even though the total contract value may be less, and means that the customer is sharing a proportion of the cost savings with the contractor. Inducements can be in the form of a price adjustment formula that relates to the final profit, or a bonus payable if agreed-upon cost thresholds are met. Bonuses can also be paid for early completion.

It is normal to fix, at the outset, both the maximum price (the **ceiling price**) and the assumed minimum level of profit. Below the ceiling price, a lower figure is agreed upon as the **target price**, which contains a higher level of profits that the contractor feels he or she should be able to achieve. As the contract proceeds, claims are made in stages, according to a payment plan and observed progress. Profit at the low level can also be included in these claims. At the end of the contract, a formula is applied to the value of the claims, and if the total value is below the ceiling price an additional payment is made.

Incentive contracts may be devised that also allow for price adjustments due to inflation. If a project is expected to last five or more years, and if the sponsor wishes to introduce an incentive element, an escalation clause may be the only way it can be done. However, situations involving incentive contracts can become quite complex. Because of this, it is important to emphasize that these situations should be carefully examined before applying a formula to the value of the claims. Issues to be examined should include cost escalation due to inflation, as well as nonconformance with performance specification and project schedule. Examples of these types of price adjustments include

- **Contract price adjustments due to inflation**—These adjustments follow the employment of a simple price-modifier value, based on
changes in the inflation rate that imply some medium- to long-term stability.

- **Price adjustments due to schedule variations**—These adjustments take into consideration schedule compliance through both early completion and significant delays.

- **Price adjustments due to performance variations**—These adjustments assess project functionality and lead to contract increases based on superior performance, or penalties for lack of compliance.

- **Price adjustments due to cost variations**—These adjustments occur in cases of either significantly lower or higher costs than the contracted amount.

### 6.3.6 Retentions

Despite the fact that work may appear to be completed satisfactorily, there may be reasons to withhold an amount of money until final settlement is made with the contractor. This practice is called retention. Usually, retentions are used to ensure that if any defects are discovered in the project work, the contractor will properly rectify them. They can also be used to cover any accounting irregularities that may be discovered between pricing and invoicing. Retention is a separate arrangement from either a warranty for the product or liquidated damages for the effects of nonperformance. Retentions usually involve a small percentage (10 percent or less) of the contract price that is withheld for a short period (e.g., three months). Contractors, however, may object to the inclusion of significant retentions in their contracts.5

From a theoretical perspective, it can be argued that there is no direct correlation between cash flow and project profitability, because projects with severe cash flow problems may ultimately turn out to be profitable. In reality, however, there is a strong correlation between the two. Consequently, project managers can use the following guidelines to improve cash flow6:

1. **Build and maintain strong relationships**—Because people both inside and outside the project organization manage cash flow processes, it is vital that the project manager build strong relationships with all parties involved.

2. **Create a flowchart of each process that impacts cash flow**—This type of flowchart can help to visually identify the various
relationships in the process, redundancies, and potential ways to improve the process.

3. **Redesign the billing process** — The greatest opportunities for improving cash flow lie in this area. Ways to improve the process include creating a cross-reference between the billing items and the budget, or redesigning the billing format so that it is easy for customers to incorporate.

4. **Design suppliers and subcontractor pay scales and integrate them into your format**

5. **Streamline the submittal process** — For projects involving submittals, create a detailed submittal log and integrate the submittal log dates with schedules to optimize cash flow. Assign responsibilities for all line items, with built-in financial incentives and sanctions in pay schedules to accelerate the process.

6. **Reduce change order processing time** — Change orders have a negative impact on cash flow due to slow approval processes and eventual payment. To minimize unnecessary delays, manage any change request as effectively as possible.

7. **Develop knowledge of compliance and administrative documents** — Even though these documents are under the purview of the contracts, accounts receivable, and payroll departments, the project manager should have an adequate knowledge of them in order to ensure that associated processes occur in a timely manner.

8. **Manage the project closeout process** — More often than not, a significant portion of monies due is still held by the customer in the form of final payment, retention, or both. Therefore, how quickly these monies are released is dictated by how well the closeout process is managed. It is important to start this process as early as possible by communicating with all project stakeholders to learn what steps need to be taken to expeditiously close out the project.

9. **Get everyone involved in the cash flow game** — Managing and improving project cash flow is serious business, so involve all stakeholders (accounting, contracts, accounts payable, accounts receivable, etc.) who can improve the cash flow cycle.

Managing cash flow is a surprisingly complex component of the project development cycle. As this chapter has demonstrated, the idea that it involves cutting checks and keeping track of payments enforces a far too simplistic perspective that routinely gets project managers and their
projects into deep trouble. Indeed, the number of projects that have had to be canceled due to excessive overruns and poor cash flow is huge and growing. This chapter has offered some suggestions and avenues for developing a clear appreciation of the importance of cash flow and some means to better manage the process, ensuring that the project maintains a healthy balance sheet throughout its development.
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Project funding and financial management have a significant impact on project cost, cash flow, and more importantly, success. And yet, very few project managers have even a rudimentary understanding of this important element of overall project strategy. It is important to recognize that the means a firm uses to finance its projects can have a huge impact on their ability to successfully control costs, manage cash flow, and maintain an acceptably positive degree of value for the project. Put another way, when we make errors in selecting the manner in which we choose to finance a project investment, it can have a great impact on the ultimate worth of that project. Thus, it is necessary, within the scope of this book, to make some general mention of the role of financial management in successful projects.

In this chapter, we discuss project funding and financial management, including some of the most important concepts and key issues. We’ll differentiate between financing a project and project finance, and explore the different types and sources of finance. Then, we’ll cover the various steps involved in the process of financial management of projects, and conclude with possible financial risks.

7.1 FINANCING OF PROJECTS VERSUS PROJECT FINANCE

At the outset, it is important to understand the difference between the terms financing of projects and project finance. Typically, most projects are paid for by the parent organization, either from revenues or capital expenditures. If the parent organization borrows the finances
needed, the money must be repaid, regardless of project success or failure. We refer to this type of financial arrangement as **financing of projects**.

A few large projects are treated as distinct entities and are based on unsecured or limited recourse financing. This type of financing is unsecured in the sense that the money borrowed is secured only against the project’s assets and its revenue stream. Because the investment does not show up on the company’s balance sheet, it is also referred to as off-balance sheet financing. If the project fails, the lender has no recourse to recover the investment.

In limited recourse financing, the parent company has some equity in the project, which will show up on the company’s balance sheet. This type of nonrecourse or limited-recourse financing is referred to as **project finance**.

### 7.2 PRINCIPLES OF FINANCING PROJECTS

There are several important principles to consider in the financial management of projects. First, the money required to finance a project is the single largest component of project cost. While costs associated with materials, construction, working capital, etc. can amount to a significant portion of the total, no other cost component is as large. In fact, when one takes into consideration the interest paid to debtors and returns to equity holders, the total cost of the financial package can be twice as much as the next-largest cost component. Unfortunately, many project managers are unaware of this cost impact and make the mistake of minimizing capital costs, instead of minimizing the total cost (including the cost of financing).

Second, when selecting projects to be commissioned, only those projects that have a complete financial package in place will get the nod. For projects financed by the parent organization, a financial package is typically not put forth until design work is completed, because the design package is considered part of the investment appraisal process. However, in the case of projects that involve nonrecourse financing, design work often does not begin until financing is obtained.

Third, financial planning should begin at the feasibility stage, and should be an integral part of the overall project strategy. Unfortunately, in most project scenarios, financial planning often begins after all other project features, including the technical solution, have been determined. In the most successful projects, however, financial planning is a key feature of project strategy from the very beginning. In addition, involving financiers as early as possible in the planning stage will eliminate
high-risk options and pave the way for project funding. The goal is to minimize life-cycle costs, including finance charges incurred, along with the cost impact of technical solutions adopted.

Fourth, projects are complex by nature, and financial planning further aggravates this complexity. This is particularly true for projects that involve nonrecourse or limited-recourse financing (project finance), because they are typically mammoth projects that can take several years to complete, and may not deliver a return on investment for several decades. These types of projects usually involve a single product or purpose, cut across national boundaries, are undertaken by several organizations, and involve a multitude of contractors and subcontractors and tiers of suppliers.

Financial planning for such projects requires that sources of finance be identified before work begins on technical specifications for the project or its equipment. In these cases, the financial package often acts as a constraint on technical scope, and may require compromise. Furthermore, because these projects involve no-recourse or limited-recourse financing, lenders may prefer low-risk technical solutions. If they do prefer high-risk solutions, they are likely to charge higher interest rates that will significantly increase the project’s financial cost.

7.3 TYPES AND SOURCES OF FINANCE

There are two main types of financing: equity and debt. Equity financing refers to the money subscribed by investors and shareholders, whose returns on investment are in the form of dividends and capital growth equivalent to the value of their equity in the project organization. However, the project organization can make dividend disbursements only after the interest and scheduled loan repayment obligations have been met. If the project is successful, the returns on investment for equity holders can be substantial; if it fails, equity providers may receive no returns. Consequently, equity holders may demand higher returns than other debtors.

Debt financing refers to money borrowed from a number of sources, including banks. This debt involves periodic repayments of the debt and interest, based on agreed-upon schedules. The money borrowed through this type of financing arrangement has to be repaid first, before the repayment of other types of finances. This type of debt is also sometimes known as senior debt.
The providers of senior debt have the first claim to the project organization’s assets should the project fail and the company goes into liquidation. Also, debts can be secured or unsecured. In the case of secured debt, the money lent to the project organization is secured against its assets and usually carries a lower interest rate when compared to unsecured debt. This money has to be repaid whether or not the project is successful.

Unsecured debt is secured only by the assets and revenues of the specific project for which the money was lent, and lenders have no recourse to recovering money from the assets of the project organization should the project fail. Due to the higher risk assumed by the lenders, unsecured debt carries higher interest rates than secured debt.

Another type of debt financing involves loans from the project organization’s equity holders. This type of debt, called **Mezzanine debt**, involves a schedule of loan repayments and interest payments at a predetermined rate. Mezzanine debt, however, is considered secondary to the senior debt discussed earlier, and all loan and interest repayments on mezzanine debt can be made only after financial obligations to the lenders of the senior debt have been fulfilled. Consequently, mezzanine debt involves higher risk and correspondingly higher interest rates.

---

**Case Study: Eurotunnel: Problems with Cash Flow**

“Eurotunnel, the construction of the channel tunnel between England and France, was an example of a limited-recourse financed project, involving a mixture of debt and equity. Equity was provided by the project promoters, mainly by the contractors involved in the construction of the tunnel, and by private investors. But the vast majority of the finance (in excess of 80 percent) was through loans provided by banks.

During the construction of the tunnel, interest on the loans was added to the debt. During the early stages of the project, the equity holders received some returns on their investment in that the share price steadily rose as the commissioning date, and hence the expected return, became closer. However, the early revenue streams from the project were not enough to cover the schedule of debt and interest payments to the banks.

The shares now had no value and the equity investors lost their investment, and the project effectively became a nonrecourse financed project. There was no point, however, in the banks foreclosing on their loans, because the project’s main asset (the hole in the ground) had no value if it was not being used. Hence, the banks converted much of their loans to equity, and are now receiving their returns over the life of the project in the form of dividend payments.”

---
7.4 SOURCES OF FINANCE

There are both conventional and unconventional sources of finance. The conventional sources include the company’s shareholders, banks, suppliers, export credit, buyer and seller credit, and international investment institutions such as World Bank and development banks such as the Asian Development Bank. Unconventional sources of finance include leasing assets, counter trade, forfeiting, switch trade, and debt/equity swapping.2

- **Leasing assets**—rather than purchasing a project asset, the project organization leases it from a third party, who receives a return in the form of rental for the asset.
- **Counter trade**—The seller accepts goods or services in lieu of cash. For example, it is quite common in poorly developed or third world countries to “pay” for a portion of a large project with commodities, which the project developer then must sell in order to raise cash.
- **Forfeiting**—finance is made available through the sale of financial instruments due to mature at some time in the future. Finance is then provided by trading in these assets in the futures market.
- **Switch trade**—This process makes use of a credit surplus between two parties to finance a relationship with a third party. For example, if country A has a credit surplus with country B, exports from C to A can be financed with payments from B to C.
- **Debt/equity swapping**—A multinational company may buy a host country’s debt at a discount. This is redeemed in local currency at favorable exchange rates and is used to set up local companies. These are used by the multinational company to transfer technology, generate foreign exchange, and create employment in the host country.

7.5 COST OF FINANCING

The cost associated with borrowing money depends on the particular form of capital borrowed. For example,

- The **cost of equity** is the dividends paid to shareholders plus any estimate of the equity’s capital growth. The cost of equity is usually calculated using the capital asset pricing model (CAPM). (More can be learned about this model in any finance textbook.)
• The **cost of debt** is the cost of debt financing, or the interest paid on the money borrowed. While the cost of equity is payable out of untaxed income, the cost of debt is payable out of taxed income.

• The **cost of capital** is the average cost of various forms of finance used by the project organization; specifically, it is the weighted average of the cost of the different types of capital borrowed. For example, if the project is financed through both debt and equity, then

\[
Cost\ of\ capital = Ratio\ of\ equity \times Cost\ of\ equity \\
+ Ratio\ of\ debt \times Cost\ of\ debt
\]

### 7.6 PROJECT FINANCE

As described earlier, project finance refers to unsecured, nonrecourse, off-balance sheet financing of an individual project. Usually, these types of projects are large infrastructure projects undertaken by a single or group of private organizations on behalf of a government.

The contractual arrangements for these types of projects can take a number of different forms. For example, in a “build–own–operate–transfer” type of arrangement, the private sector company that constructs the project owns and operates it for a period of time. During this concession period, the revenues generated are used to repay the loan and realize some profits. Then, project assets are handed over to the government.

A second type of contractual arrangement, “build–own–operate,” involves projects that have no residual value after the concession period, such as the construction of a power station. In these cases, the project assets are not handed over to the government. Other types of contractual arrangements include build–operate–transfer, design–build–finance–operate, build–lease–transfer, and build–transfer–operate.

The typical structure of project finance is shown in Figure 7.1. At the center of this structure is the project organization, or in the case of joint venture projects, group of project organizations. These project stakeholders are sometimes known as special purpose or project vehicle (SPV). The company that operates the project is one of the partners.

The financing in these types of projects is a combination of debt and equity. The debt-to-equity ratio for the project is typically high, with a ratio of 4:1 not uncommon. Because of the high level of debt involved, the return to project sponsors is also high. In addition, the
providers of debt for these projects, usually banking institutions, require some equity investment by project partners to ensure their commitment and motivation to see the project through to a successful completion. Otherwise, the money invested by project stakeholders will be lost, and cannot be recovered.

Project finance involves two main types of contracts: concession agreements with the government, and off-take contracts with consumers. Both of these types are illustrated in Figure 7.1. In cases where the consumer is the government, the off-take contract is with the government. In these contracts, the revenue generated from the project is sometimes held in an escrow account that is controlled by debt providers. The money in the escrow account is first used to make the scheduled loan and interest payment to lenders. Any surplus is paid to the SPV to cover their costs, as well as disbursements to equity partners.

In addition to these main contracts, other ancillary contracts include engineering procurement and construction contracts with the managing contractor, equipment supply contracts with materials suppliers, operation and maintenance agreements with the operator, and so on.
The payments on these contractual obligations can take the form of direct or deferred payments, converted to loans or equity. If they are converted to loans, they are subordinate to bank loans.

### 7.7 THE PROCESS OF PROJECT FINANCIAL MANAGEMENT

The process of financial management involves five major steps: conducting feasibility studies, planning project finance, arranging the financial package, controlling the financial package, and managing financial risk.

#### 7.7.1 Conducting Feasibility Studies

Feasibility studies allow the project organization to consider not only the various alternatives that maximize project value, but also the financial implications of these alternatives. Project alternatives are evaluated using financial appraisal techniques such as net present value analysis (NPV) and internal rate of return (IRR).

During this step, the financial objectives of the project are established. While these objectives differ between various project stakeholders, the main concerns of the project sponsor are:

- Raising necessary funds for the project at appropriate times, and in appropriate currencies
- Minimizing project cost and maximizing revenue
- Appropriate risk-sharing among all project stakeholders, including financiers
- Establishing adequate control and flexibility, including rescheduling loan and interest repayments if conditions warrant
- The ability to pay dividends to equity holders

#### 7.7.2 Planning the Project Finance

In this stage of the financial management process, several key issues need to be considered. First, the total cost of the project and the amount of money to be borrowed have been identified from the feasibility studies. In addition, the timing of cash inflows and outflows to the project should be identified, including the time at which money needs to be borrowed.
Factors such as working capital requirements and the rate of inflation should also be taken into account.

Second, project sponsors should plan for an appropriate debt-to-equity ratio that will enable them to optimize profits from the project while meeting financial obligations to lenders. Third, all possible sources of finance should be considered and identified, including who will be partners in the SPV, who will provide the required debt and/or equity, and whether sources of finance will be domestic, international, or a mixture of both.

Finally, after identifying the various sources of finance to the project, it is important to reanalyze cash flows to see if they are satisfactory, and, if possible, renegotiate with lenders to obtain more favorable interest rates.

7.7.3 Arranging the Financial Package

In this step, the financial package is put together by the project sponsor with the help of the main provider of debt (senior debt). This involves:

- Raising additional equity with the help of a merchant banker
- Identifying additional project sponsors and providers of subordinate debt
- Raising additional money through currency and bond markets
- Negotiating buyer/supplier credit and arranging insurance
- Exploring and negotiating other unconventional financial arrangements, such as leasing

7.7.4 Controlling the Financial Package

Once the project gets underway, finances should be carefully monitored and managed. During the project execution stage, actual expenditures should be compared against the preestablished plan, and corrective actions should be taken to eliminate or minimize deviations. At this juncture, it is also worthwhile to generate a forecast of cost to completion, so that additional finances can be arranged, if necessary. During the commissioning stage, initial operating and maintenance costs and initial sales revenues need to be monitored to ensure that financial objectives are being achieved according to plan. If not, corrective actions should be taken to eliminate deviations. During the operation stage, it is important to ensure that project assets are fully utilized. It is also important at this
stage to keep lenders fully informed of project progress, so that there are no unpleasant surprises in the future.

### 7.7.5 Controlling Financial Risk

The various types of financial risks that can be encountered in a project are provided in Table 7.1. The project sponsor should carefully monitor the project for these risks, and should have a formal financial risk management procedure in place.

Clearly, some components of financial risk are easier to manage than others; for example, it is impossible to do more than be aware of inflation or interest rate risks, as they are elements of the macroeconomy. Nevertheless, it is critical to consider their potential impact when developing a financial risk strategy. For example, large oil companies devote considerable time and resources to remaining current on the political situation within countries where they do business. Recently, Venezuela announced their intention of nationalizing all oil development assets of foreign companies. This action leaves these firms with limited options. They can immediately abandon multibillion dollar plant and equipment assets or attempt to negotiate the best possible revenue- and profit-sharing arrangements they can hope to achieve with the current government. Thus, even though the oil companies work to determine and manage financial risks, they are still subject to the vagaries of political and social upheavals in countries where they have a strong vested stake.

Because some of these financial risks reside beyond the realm of effective management, it is critical that project organizations do manage the

<table>
<thead>
<tr>
<th>Type of risk</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macroeconomic risks</td>
<td>Inflation, interest rates, currency and exchange rate fluctuations</td>
</tr>
<tr>
<td>Political risks</td>
<td>Country risks, legislation and regulations, change of government</td>
</tr>
<tr>
<td>Commercial risks</td>
<td>Viability and feasibility, cost and schedule completion, performance and operation, revenue availability, reliability, and maintainability</td>
</tr>
<tr>
<td>Contractual risks</td>
<td>Management, equipment supply, feedstock supply, concession and licenses, and sales agreements</td>
</tr>
</tbody>
</table>
risks over which they retain some element of control, such as commercial and contractual risks. Contractual risks demand that the project organization clearly specify financial obligations and performance requirements as a key element in any contract into which they enter with third parties. It is beyond the scope of this book to discuss in detail legal aspects of the management of projects but it bears mentioning that the best protection any organization can have from a variety of claims, penalties, and other contractual risks lies in careful understanding of the legal relationship between themselves and other third-party organizations.

Commercial risks are also an area in which our companies can make strong efforts to minimize negative impacts, depending on our understanding of the financial and performance risks to which we are exposed. In recent years, for example, a common method for attempting to control and minimize project commercial risks involves the use of options models as a means to determine the optimal time and circumstances in which to invest in a new project opportunity.

### 7.7.6 Options Models

In Chapter 6 we discussed the concepts of the time value of money and the use of net present value (NPV) and internal rate of return (IRR) methodologies to assess the viability of a project opportunity. One key drawback shared by both the NPV and IRR approaches lies in their ignorance of an important assumption (i.e., the money invested in a project may be non-recoverable). In other words, many project investments may involve the decision to allocate money that cannot be recouped. For example, a firm building a power plant in a remote, poorly developed country may find it impossible to make a positive return on their investment. Further, they may find it impossible to find a buyer for the plant should they choose to abandon their investment. Therefore, organizations facing project choices that involve irrecoverable investments should determine whether:

- The firm has the flexibility to postpone the project
- Information may become available later that will help the company determine whether or not the project is worth undertaking.

Consider an example: Assume that a construction firm is considering whether or not to upgrade an existing chemical plant. The initial cost of
the construction upgrade is $5,000,000, which is estimated to generate cash flows of $1 million per year indefinitely. The company requires a 10% return on its investment. Assume that the chemical plant can be upgraded in one year and begin earning revenues the following year. The best forecast assumes that the organization will earn $1 million per year off this investment, but should adverse economic and political conditions prevail, the probability of this amount drops to 40%, with a 60% probability that the investment will yield only $200,000 per year. We can first calculate the net present value (NPV) of the investment as follows:

\[
\text{Cash flows} = 0.4(\$1 \text{ million}) + 0.6(\$200,000) = \$520,000
\]

\[
\text{NPV} = -\$5,000,000 + \$520,000 / 0.1
\]

\[
= -\$5,000,000 + \$5,200,000
\]

\[
= \$200,000
\]

According to the calculation above, the company should undertake the chemical plant construction project. However, if we ignore the possibility that by waiting a year, we may have a better sense of the political or economic climate within the host country, the firm is neglecting important information that could be useful in rendering the decision of whether or not to invest in the plant. Within a year, for example, we may be able to better determine whether the political situation in the country has swung in a positive or more negative direction, suggesting that the project would be too risky to undertake. For example, suppose that by waiting a year, the company will be able to ascertain that the investment will have a 50% likelihood of paying off at the higher value. If the earnings from the investment rise, the NPV for the project is now:

\[
\text{NPV} = 0.5 \times [ -\$5,000,000 + \$1,000,000 / 0.1 ]
\]

\[
= 0.5 \times [ -\$5,000,000 + \$10,000,000 ]
\]

\[
= 0.5 \times \$5,000,000
\]

\[
= \$2,500,000
\]

The implications of these two net present values are interesting. If the company has the opportunity to invest in the project, and has no other alternative with an NPV of $200,000, it should do so. On the other
hand, by waiting one year, the NPV for the project rises dramatically, to $2.5 million. This added flexibility (the company’s option and willingness to wait the additional year) is worth an additional $2.3 million dollars. Put another way, if the organization were attempting to calculate the value of the option of waiting one year to undertake the project, they should be willing to pay an additional $2.3 million dollars for a contract that has this flexibility over one that does not.

Ultimately, it is critical to understand that projects require the effective support of an organization’s financial management team to improve the likelihood of success. Securing sources of funding and minimizing exposure to risk are necessary components of successful project management. Done correctly, it can set the stage for a project to dramatically improve its cost management, cash flow, and value.
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Chapter 8

Value Management

When an organization formulates new strategy, one of its key considerations is its ability to exploit opportunities in the external or internal environment. This includes initiating projects that enable the organization to achieve some well-defined goals or objectives—in other words, projects that add value.

This chapter offers a systematic means by which organizations can develop and apply an effective value management process. It begins with an exploration of the concepts of value, and particularly project value, including how it is derived and applied. Then, the focus shifts to the concepts, principles, and techniques of value management as they relate to projects. In particular, it describes key features of the value process and the application of VM to that process, with an emphasis on the importance of value planning, teamwork, and perseverance. In addition, the incentives and benefits to all stakeholders are identified and discussed.

8.1 CONCEPT OF VALUE

The concept of value can be defined as the relationship between satisfying an organization’s many conflicting needs and the resources required to meet those needs. The fewer the amount of resources used or the higher the satisfaction, the greater the value. At the same time, many different stakeholders, including internal and external customers, may have different perceptions of what constitutes value. The goal of value management is to balance these differences and enable an organization to achieve maximum progress toward its stated goals with the minimum use of resources (see Figure 8.1).
Value can be added to projects in several ways. These include providing greater levels of client satisfaction, maintaining acceptable levels of satisfaction while lowering resource expenditures, or some combination of the two. It is also possible to improve value by simultaneously increasing satisfaction and resources, provided that satisfaction increases more than the resources used to achieve it.

When managing projects for value, five fundamental concepts must be embraced. These concepts are illustrated in Figure 8.2.

*Concept #1: Projects derive their value from the benefits the organization accrues by achieving its stated goals*—Remember that projects are typically initiated as a perceived solution to a goal, need, or opportunity. Thus, when we want to determine the degree to which a project is being managed for “value,” it is critical to first ensure that the project falls in line with organizational goals. Projects that are being run counter to a firm’s stated goals (e.g., customer satisfaction, commercial success, or improving health and safety) already fail the first test of value.

*Concept #2: Projects can be viewed as investments made by management*—Any investment comes with an expected return for the risk
undertaken, and projects are no exception. Because they consume resources and time, they are expected to yield acceptable returns, based on internal requirements, along with associated benefits.

**Concept #3: Project investors and sponsors tolerate risk**—There are inherent risks in projects, because there is considerable uncertainty surrounding their outcomes. These risks may be technical (“Does the technology that is driving the project work?”), they may be commercial (“Will the project succeed in the marketplace?”), they may involve health and safety issues (“Can we manage the project within appropriate safety parameters?”), or some combination of all of the above. Accepting these risks is recognition that each project is a unique endeavor with unique unknowns. Investors may not be able to manage these risks, but they do tolerate them because the potential rewards may far outweigh the negative impact.

**Concept #4: Project value is related to investment and risks**—This fourth concept defines project value as a function of the resources committed (investment made) and the extent of risks taken. Goodpasture puts it this way: “The traditional investment equation of ‘total return equals principal plus gain’ is transformed into the project equation of ‘project value is delivered from resources committed and risks taken.’”

Using these terms, we can see that value will always walk a narrow line between expected return on investment and risk. When the equation gets out of balance; that is, when the perceptions of the organization are that the expected return cannot make up for excessive levels of risk, the project ceases to produce value. The implication of this concept is that different projects require different levels of investment with varying levels of risk. Consequently, the value delivered by each of these projects will also vary.

**Concept #5: Value is a balance among the three key project elements: performance, resource usage, and risk**—Again, if we employ a “ledger” mindset, we can add up the credit column to include drawbacks such as expenditure (resource usage) and risk accepted. Balanced against these “negatives” is the company’s expectation of project performance and positive outcomes. Naturally, the higher the expected performance of the project, the greater the resource usage and risk a company is willing to commit.

It should be clear from reading Goodpasture’s perspective on value that an organization is constantly reassessing value in two ways. The first is
to consider one project at a time. Each brings its own promise of value, and it is up to top management to sift through the pros and cons for each opportunity when deciding on a project investment strategy, or when forced to choose among competing project options.

The second is to reaffirm value during the project’s development cycle. A project may have shown promise of delivering value early on, only to have that value brought into question at a later date. Many projects are terminated short of delivery if the perception of value becomes negative. This process can be compared to a set of balancing scales: in one bowl, we place our best guess as to a project’s real benefits to the organization, and then weigh it against the risks and costs that we expect to accrue in consequence. If the scale still tips in the direction of positive outcome, the project provides positive value for the organization.

### 8.2 DIMENSIONS AND MEASURES OF VALUE

From Figure 8.2, it is apparent that value is a multidimensional concept that can be viewed from many different perspectives. How an organization chooses to measure value must correlate with preferred goals, available data, and meaningful metrics. For example, considerations of the quality dimension of value can include the project’s conformance to standards, its functionality and fitness for use, its availability, and its responsiveness to the context and the environment. Other examples include cost effectiveness and efficiency related to project outcomes, or the benefits that the customer receives for the price paid.

For most project organizations, the objective measure of value is in monetary terms. This is because projects consume time, and the longer it takes to complete the project, the less valuable the money spent. Therefore, when evaluating a project’s value, the concept of the time value of money should be taken into account. In addition, monetary measures allow project managers to acknowledge the future uncertainty of outcomes by evaluating the financial impact of risk events.

The measures of net present value (NPV), economic value add, and expected monetary value (EMV) take both of these factors into account. Net present value, which was covered in Chapter 6, is significant in that successful projects have a positive NPV over their life cycle. Both NPV and economic value add employ the discounted cash flow concept; however, economic value add is a financial measure of project performance after the project becomes operational. It is defined as the difference
between the present value of after-tax earnings from the project and the benefits from the next-best investment alternative. The logic underlying economic value add is that if the projected after-tax earnings are less than the cost of the capital the project consumes, then some other, less-risky investment alternative may be more attractive.

Expected monetary value is also the most appropriate financial measure when measuring future uncertainty, or when multiple project outcomes are possible, each with a different cost and schedule. It is defined as the summation of the value of each outcome in dollars (\$), weighted by the probability of that outcome. For example, consider a project that needs to be redesigned, and assume that the new approach involves some risk to accomplish this goal. One possible monetary outcome is $200,000 with a 40 percent probability of achieving this outcome, while another monetary outcome is $150,000 with a 60 percent probability of occurrence. The EMV of this project is

$$EMV = 200,000 \times 0.4 + 150,000 \times 0.6 = 170,000$$

If the NPV for this project is also positive, and if all other considerations are equal, it is worth taking the risk of adopting the new approach to redesign this project.

**8.3 OVERVIEW OF VALUE MANAGEMENT**

The concept of value and its role in the discipline of management first emerged after the Second World War. General Electric Company, in its efforts to reduce costs, undertook a comprehensive study that examined the various materials and processes that were used in producing the products required during the war. Results of the study indicated that, in most cases, the substitute materials used in production were cheaper than the original ones and performed just as well or better. This surprising finding led General Electric to develop a program that mandated that all possible substitute materials and parts should be considered for any new product development process. The study that General Electric undertook is known as value engineering and in the last 20 years its application has been extended to a number of other business processes. Value engineering is now considered to be a part of value management.

**Value management (VM)** is a management approach that focuses on motivating people, developing skills, and fostering synergies and
innovation, with the ultimate goal of optimizing overall organizational performance. Lawrence D. Miles pioneered value management in the 1940s and 1950s, when he developed and used the technique of value analysis (VA) to enhance the value in existing products.

8.3.1 Definition

Because there are no universally accepted definitions of VM in projects, a number of different ones have been proposed to describe the same approach or stage of application. The Institution of Civil Engineers (ICE) offer a useful definition in their guide: “Value management addresses the value process during the concept, definition, implementation and operation phases of a project. It encompasses a set of systematic and logical procedures and techniques to enhance project value through the life of the facility.” While the initial thrust of VM was identification and elimination of unnecessary costs, it was later applied to include services and projects.

8.3.2 Scope

Value management comprises value studies of organizational structures, management systems, and other similar activities. It is used by electronics, general engineering, aerospace, automotive, construction, and increasingly by service industries. VM techniques have been successfully applied on all types of construction, from buildings to offshore oil and gas platforms, and for all types of clients, from private industry to governmental organizations.

8.3.3 Key Principles of VM

The value management approach hinges on three key principles:\(^4\):

1. An unending quest for enhancing value for the organization, establishing metrics or estimates of value, and monitoring and controlling them
2. A focus on clear definition of objectives and identification of targets before seeking solutions
3. A focus on function, pivotal to maximizing those outcomes that are innovative, meaningful, and practical
8.3.4 Key Attributes of VM

Value management is an important part of the overall project management mindset in that it requires us to simultaneously consider perspectives that are technical, strategic, and behavioral. These attributes include the following:

1. **Management style**
   - Emphasis on teamwork and communication
   - An atmosphere that encourages creativity and innovation
   - Focus on customer requirements
   - Evaluate options qualitatively to enable robust comparisons of options

2. **Positive human dynamics**
   - Encourage people to work together toward a common solution
   - Bring people together by improving communication between them
   - Foster better common understanding and provide better group decision support
   - Challenge the status quo to bring about beneficial change
   - Assume ownership of the outcomes of value management activities by those responsible for implementing them

3. **Consideration of external and internal environment**
   - Take into account preexisting conditions external to the organization over which managers may have little influence
   - Consider internal conditions that managers may or may not be able to influence
   - Understand degrees of freedom—the external and internal conditions will dictate the limits of potential outcomes and should be quantified

8.4 VALUE MANAGEMENT TERMS

Value management refers to the full range of value techniques available, several of which are described in this section. In the past two decades, there has been an increasing trend toward applying these techniques at the earlier stages of a project’s life cycle.
Value planning (VP) is a value study that occurs during the early design or development stages of a project life cycle, before a preferred alternative is selected. Value planning typically focuses on identifying project objectives and developing functional components and general approaches to meeting those objectives. It ensures that value is planned into the project from its inception by addressing and ranking stakeholders’ requirements in order of importance. This makes it extremely important for project team members to know who those stakeholders are. Value planning should be used for most projects.

Value engineering (VE) is the title given to value techniques applied during the design or engineering phases of a project. This value study is conducted after the design alternatives have been developed, and perhaps before a preferred alternative has been selected. Because more information becomes available about the project as the project design process progresses, VE studies are much more detailed than VP studies. Value engineering employs many techniques that focus on quantifying and comparing—it investigates, analyzes, compares, and selects among various options that will meet the value requirements of stakeholders.

Value engineering is also a useful technique for assessing costs and benefits during each phase of a project. It can be used to determine if there is a more cost-effective way to obtain the desired result, which can have a significant impact during a project’s design phase.

Value analysis (VA) refers to value techniques that are applied retrospectively. Value analysis analyzes or audits a project’s performance by comparing a completed, or nearly completed, design or project against predetermined objectives. Value analysis studies are normally conducted during the post-manufacture/construction period, when a project is fully operational. In addition, the term “VA” can be applied to the analysis of nonmanufacture/construction-related procedures and processes, such as studies of organizational structure, or procurement procedures.

The major emphasis of value planning, value analysis, and value engineering methodologies is to focus on value by improving existing products or developing better ones. The difference is that VA techniques focus on improvement, while VE applies value techniques for new product development. In addition, VP and VE are applied mainly in the conceptual and definition phases, and generally end when the design is complete.
and the construction/manufacturing phase has started. However, VE can also be effectively applied during manufacturing to address problems or to exploit opportunities that may arise due to feedback from the job site regarding specific conditions, performance, and methods used.

8.5 NEED FOR VALUE MANAGEMENT IN PROJECTS

There are a number of reasons to use VM. The first is that projects often suffer from poor definition due to inadequate time and thought given at the earliest stages. The effect is seen in cost and time overruns, claims, long-term user dissatisfaction, and excessive operating costs. Value management combats this by forcing organizations to identify the need for, and scope of, any project at the earliest possible stage.

Second, there are almost always elements that contribute to poor project value, including inadequate time availability, inertia, lack of or poor communications, attitudes and influences of stakeholders, outdated standards or specifications, lack of work coordination, absence of state-of-the-art technology, and so on. Value management and its associated methodologies consciously attempt to eliminate these problems by developing an understanding of the VM processes in all project participants.

Third, VM aims to maximize project value within time and cost constraints, without any adverse impact on performance, reliability, or quality. Fourth, VM is structured, auditable, and accountable. Finally, it is multidisciplinary, seeking to maximize the creative potential of all departmental and project participants working together.8

8.6 THE VALUE MANAGEMENT APPROACH

Earlier, we noted that VM is based on three root principles that focus on continuous improvement of value, stakeholders’ needs, and critical project success factors. These principles all emphasize the purpose of the product, system or service. Underlying these principles are three key concepts: cross-functional framework, the use of functions, and a structured decision process.9 When these concepts are used together, they foster learning, enhance innovation, and provide an undeniable source of competitive advantage.
8.6.1 Cross-functional Framework

Decisions in project organizations can be fraught with a considerable degree of uncertainty, as well as a lack of time and quality information. The VM methodology addresses this through a multidisciplinary team approach that involves exploring every angle and sharing opinions to help the team arrive at a consensus.

The group decision-making process inherent in value management’s cross-functional framework improves the quality of information and facilitates consensus and buy-in. Team members chosen from key stakeholders use the scope definition document, feasibility studies, and risk management concepts to improve the quality of information available and reduce uncertainty. In addition, the participative group decision-making process enables team members to consider more resource-effective options, and greatly enhances decision support and implementation success.10

8.6.2 Use of Functions

Instead of using predefined solutions, VM uses functions to determine the expected outcome of a project. This approach facilitates evaluation of much broader range of alternatives, which, in turn, enhances effectiveness and competitiveness. The concept of functions, which refers to a project’s expected benefits and critical success factors (CSFs), is pivotal to all value management methodologies. Critical success factors are key issues that should be addressed in all projects.11 In the context of value management, they are the expected project benefits, defined qualitatively and ranked by project stakeholders. When these expected benefits are defined in quantitative and measurable terms, they become the project’s key performance indicators (KPIs), including time, cost, and quality or functionality.12

8.6.3 Structured Decision Process

Value management uses a structured decision-making process to ensure that the entire scope of the VM study is covered in the best possible sequence. It also addresses the increasing need to make decisions in complex environments that are characterized by considerable uncertainty. The structured decision process encourages creative thinking and efficient use of time that eventually leads to better business decisions.
It enables decision makers to engage in innovative problem-solving and decision-making techniques that solve unique problems, and provides them with authority and control over the resources needed to implement these decisions.\textsuperscript{13}

\section*{8.7 THE VM PROCESS}

The detailed VM process and the typical terms used at different stages of a project are illustrated in the Figure 8.3. Because the elements of the figure are straightforward, we will focus our discussion of the process from a strategic perspective. The elements of value management can be grouped into five major categories:\textsuperscript{14}

- \textit{Needs assessment} — This phase is concerned with arriving at a shared understanding of the needs of various project stakeholders, the critical success factors with the expected benefits defined qualitatively, and the key performance indicators of time, cost, quality, or functionality, defined through quantitative measures.

- \textit{Idea generation} — In this phase, the cross-functional team focuses on generating creative and innovative alternatives to complete the project.

- \textit{Detailed evaluation} — During this phase, the alternatives generated in the previous phase are evaluated in detail in terms of their feasibility, achievability, and potential contribution to expected project benefits. At this stage, modifying alternatives to develop additional options is also considered.

- \textit{Optimum choice} — This phase prioritizes the various alternatives and selects the best alternative.

- \textit{Feedback and control} — This phase is the formal evaluation and control process with feedback loops to improve the overall VM process. During this phase, VM practitioners and users must obtain feedback on its performance to ascertain whether the expected improvement in value was realized, and to generate other good ideas that can be adopted and implemented. During the feedback process, factors to be assessed include the stakeholders’ judgment, involvement, and support; the system’s appropriateness, use, and effectiveness; and change management. Actions that can emerge from the feedback stage include changes to personnel, approach, or the system, and even repeating the VM exercise as a whole.
Figure 8.3  Value management process\textsuperscript{15}
8.8 BENEFITS OF VALUE MANAGEMENT

If properly organized and executed, VM will help stakeholders achieve value for their money by striking the desired balance between cost and functional performance. This, in turn, delivers the optimum solution for project stakeholders. Value management achieves this result by ensuring that the need for a project is always verified and supported by data, and that project objectives are openly discussed and clearly identified.

The key to effective VM is to involve all appropriate stakeholders in the process of structured team thinking, so that the needs of the main parties can be accommodated wherever possible. In fact, VM primarily depends on whether or not stakeholders can agree on the project objectives from the start. Consequently, project design evolves from an agreed-upon framework of project objectives, and the outlined design proposals are carefully evaluated and selected on the basis of well-defined performance criteria.

Furthermore, during the VM process, key decisions are rational, explicit, and accountable, and alternative options are always considered. The cross-functional framework of VM ensures that there is improved communication, teamwork, and a shared understanding among the key participants. Ultimately, the cross-functional framework, the structured decision-making process, and the functional emphasis of value management ensure that project definition is of high quality, innovation is enhanced, and unnecessary costs are eliminated.16

8.9 OTHER VM REQUIREMENTS

There are several important additional requirements for a successful VM implementation. First, unwavering and visible support from top management is an absolute prerequisite for the success of a VM program. Second, it is imperative that all stakeholders (investors, end users, project team, the owner, constructors/manufacturers, designers, specialist suppliers, etc.) be involved in the process, especially during the VP and VE stages. The extent of their involvement depends on the level and stage of the value management process, as well as the person responsible for VM procedures.

Third, in larger or more complex projects, an independent/external value manager is needed, as well as an external team with relevant
design and technical expertise. Projects that are highly complex are simply too challenging or massively complex to enable one individual to conduct all VM analyses herself. It is important to ensure that when a value manager is appointed to oversee a project, he is afforded the cooperation of all stakeholders. In the case of smaller projects, VM might be undertaken by the sponsor’s professional adviser or project manager and, in some cases, an external professional. However, when establishing a structure for dealing with value for money on projects, there may be a need for expert assistance, particularly at the “review” stages.

Fourth, because each project is different, there is no single correct approach to VM. However, there are a number of stages common to all projects. Some of these stages overlap, depending on the type of project. For this reason, the project sponsor should prepare an early draft of the project execution plan that establishes a series of meetings and interviews, a series of reviews, a list of who should attend the meetings, and the purpose and timing of reviews. It should not be a rigid schedule, but a flexible plan, regularly reviewed and updated as the project progresses.

A typical systematic approach to developing a project execution plan begins by identifying what is to be achieved, key project requirements, characteristics, and risks. Next, data are gathered about client needs, values, costs, risks, and constraints. After this is complete, alternative options to meet the needs are generated, and risks are identified; followed by evaluation of the options defined in the speculation phase. The process ends with the identification and appraisal of the most promising options.17

One final requirement for value management is that the project sponsor and the value manager prepare for reviews by deciding on the objectives and outputs required, the key participants, and what will be required of them at different stages. This review process is detailed in the following section.

8.10 VALUE MANAGEMENT REVIEWS

Although the precise format and timing of reviews will vary according to particular circumstances and timetables, it is important to recognize that too many can disrupt and delay the process, especially at the feasibility stage. On the other hand, too few can result in lost opportunities for improving the definition and effectiveness of proposals.
To exploit the benefits of VM while avoiding unnecessary disruption, most projects include at least seven stages of opportunities for reviews, such as

- **The concept stage**—where reviews help identify the need for a project, as well as its key objectives and constraints
- **The prefeasibility stage**—where reviews help evaluate the broad project approach/outline design
- **The feasibility stage**—where reviews help to evaluate design proposals
- **The detailed design (appraisal) stage**—where reviews help evaluate key design decisions as design progresses
- **The manufacture/installation stage**—where reviews help to reduce costs or improve build/assembly/fabrication and functionality
- **The commissioning/operation stage**—where reviews can improve possible malfunctions or deficiencies
- **The decommissioning/end of assets stage**—where reviews can help teach lessons for future projects

All VM reviews should be structured to follow the project plan, and all elements of the project, including issues of assembly, safety, quality, operation, and maintenance should be considered during the review. Table 8.1 shows the various aspects of all seven review stages, each of which has a clear objective. For example, at the end of the first review, there should be a balanced statement of need, objectives and priorities, agreed upon by all stakeholders, which helps the project sponsor produce the project brief. Similarly, during the third phase/feasibility stage, between 10 and 30 percent of the design work is usually completed. That is why VE techniques are also part of this stage.

Value engineering is primarily aimed at finding the engineering/construction and technical solution to help translate the value planning-selected scheme design into a detailed design that provides best value. It also focuses on analyzing, evaluating, and recommending construction/assembly/fabrication proposals so that problems that may emerge during manufacture/fabrication can be addressed. By reviewing design proposals in this way, the value team can determine the project’s purpose, functionality, cost and value, and alternatives to the project and their cost.
Table 8.1 Value management review stages

**First review**

1. List all objectives identified by stakeholders.
2. Establish an objectives hierarchy by ranking the objectives in order of priority. It is important to emphasize at this point that the aim is to produce a priority listing, not simply to drop lesser priorities. Reducing the list runs the risk of having to reintroduce priorities at a later stage with all the associated detrimental impacts on cost, time, and quality. VM aims to eliminate the need for late changes.
3. Identify broad approaches to achieving objectives by brainstorming.
4. Appraise the feasibility of options: reject/abandon, delay/postpone.
5. Identify potentially valuable options.
6. Consider and preferably recommend the most promising option for further development.

The end result of the first review should be

a. Confirmation that a project is needed.
b. Description of the project, i.e., what has to be done to satisfy the objectives and priorities.
c. Statement of the primary objective.
d. Hierarchy of project priorities.
e. Favored option(s) for further development.
f. Decision to proceed.
g. Decision to reject/abandon or postpone/delay, if necessary.

**Second review**

1. Review the validity of the objectives hierarchy with stakeholders and agree modifications.
2. Evaluate the feasibility of options identified.
3. Examine the most promising option to see if it can be improved further.
4. Develop an agreed-upon recommendation about the most valuable option that can form the basis of an agreed-upon project brief.
5. Produce a program for developing the project.

The second review should result in

a. A clear statement of the processes to be provided and/or accommodated.
b. A preferred outline of the design proposal.
c. The basis for the continuation of design development.

**Third review**

1. Review project requirements and the hierarchy of objectives that were agreed upon at the last review.
2. Check that the key design decisions taken since the last review are relevant to the objectives hierarchy and priorities.
3. Review key decisions against the project brief by brainstorming in order to identify ways of improving design proposals outlined to date and to identify options.
4. Reevaluate options to identify the most valuable one.
5. Develop the most valuable option to enhance value by focusing on and resolving any perceived problems.
6. Agree to a statement of the option to be taken forward and to a plan for the continued development of the design.

The third review should result in

a. A thorough evaluation of the sketch design.
b. Clear recommendations for the finalization of the sketch design.
c. The basis of a submission for final approval to implement, abandon, or postpone the project.

**Fourth review**

1. Promote a continuous VM approach throughout the design process.
2. Finalize the proposed design and any changes based on the findings of the previous review.
3. Describe the value proposals and explain the advantages and disadvantages of each in terms of estimated savings, capital, operating and life-cycle costs and improvements in reliability, maintenance, or operation.
4. Predict the potential costs and savings and the redesign fee and time associated with the recommended changes.
5. Lay out the timetable for owner decisions, implementation costs, procedures, and any problems (such as delays) that may reduce benefits.

**Fifth review**

1. Promote a continuous VM approach throughout the construction process.
2. Assess and evaluate the contractors’ change proposals.
3. Investigate and verify the feasibility of significant changes and the cost savings claimed, as well as the program implications of including them.
4. Make proactive, practical recommendations for improvements that can be implemented immediately.
5. Ensure that the risks to the project are being adequately managed.

**Sixth review**

1. Measure the success of the project in achieving its planned objectives.
2. Identify the reasons for any problems that have arisen.
3. Determine what remedial actions should be taken.
4. Consider whether the objectives of the users/customers have been met, and those objectives have changed or were anticipated to change during the course of the project, assess whether those changes were accommodated.
5. Ensure that any outstanding work, including defects, has been remedied.
6. Record the lessons that have been learned to improve performance on subsequent or continuing projects.
8.11 RELATIONSHIP BETWEEN PROJECT VALUE AND RISK

A project’s net return and risks are the two pivotal factors that determine its ultimate success and the value it delivers. In the absence of thorough risk assessment and proactive risk management at the valuation and implementation stages, project success cannot be achieved.¹⁸

A simple example will serve to illustrate the importance of risk assessment and risk management to project value. Let us consider a project proposal with an expected gross return of $200,000 over five years, with a cost of $150,000 to implement. Without factoring any risks into the equation, the net return is $50,000 ($200,000 − $150,000). However, risks to a project are inevitable, and this hypothetical project is no exception. Therefore, let us assume the following risks and their impact on this project:

1. There exists some uncertainty in the project requirements and there is 40 percent probability that development efforts will cost an additional $30,000. This will reduce the net return by $12,000 ($30,000 × 0.4).
2. The project team believes that there is 20 percent likelihood that additional sales force training may be required. This will likely reduce the net return by $10,000 ($50,000 × 0.2).
3. There is a 10 percent probability that the entire project could fail or be superseded by other projects because of technological uncertainties or a strategic change in direction. This implies a net reduction of $5,000 ($50,000 × 0.1) in the project’s expected net return.

When the impact of all of the above risks is factored into account, the reduction in the net return to the project is $27,000 ($12,000 + $10,000 + $5,000), and the overall net return from the project now is $23,000 ($50,000 − $27,000). The project is now considerably less attractive than it originally appeared.

Next, we’ll look at how managing the above risks will increase the value of the project to a level that makes it attractive again.

1. Let’s assume that the requirements can be tightened, either by developing a proof-of-concept or by simply delaying the project until the uncertainties surrounding requirements are eliminated. By using this approach, the value of the project is increased by $12,000.¹⁹
2. Further evaluation of the proof-of-concept demonstrates that the anticipated additional sales force training is no longer needed. This will eliminate the second risk and increase project value by $10,000.

3. While the third risk associated with external uncertainties cannot be eliminated, it is possible to mitigate the impact of these risks on overall project value. This can be accomplished by implementing parts or stages of the project. If we assume that a fourth of the work can be salvaged, the overall project value increases by $1,250 ($5000 \times 0.25).

As a consequence of risk management, the total increase in project value is now $23,250 ($12,000 + $10,000 + $1,250), and the total value of the project after risk management is $46,250 ($23,000 return after risk assessment + $23,250 total increase in return after risk management).

The example illustrates that merely acknowledging risks and building them into the cost of the project will always reduce value and lead to unrealistically optimistic project outcomes. If risks are managed proactively by formulating well-thought-out mitigation and contingency plans, their negative impact on project success can be minimized. The ultimate result is that the project team gets a more accurate and consistent assessment, and there is an overall increase in project value.\(^{20}\)

8.12 VALUE MANAGEMENT AS AN AID TO RISK ASSESSMENT*

To ensure that potential risks and their consequences are identified and assessed, a qualitative risk assessment should be prepared and utilized at each VM review. A typical qualitative risk assessment usually involves consideration of the following issues: a brief description of the risk, the stages of the project when the risk may occur, the elements of the project that could be affected, the factors that cause the risk to occur, the relationship with other risks, the likelihood of risk occurring, and how the risk could affect the project.

A key factor when making decisions about risk is probability. Possible consequences are defined and quantified in terms of project cost overruns, delay in the completion date, and reduction in quality and performance. (The above impacts of risk can be analyzed using sensitivity and

\(^{*}\)This section is adapted from “Cost and Value Management,” UMIST Module, Section 4.6.
probability analysis.) Having identified and analyzed these risks, the value management team can then respond to them. These responses will normally entail additional costs associated with risk reduction, transferring the risk, and any retained element. In addition, as a consequence of the risk, there could be potential losses or claims based on contractual agreements. Typically risk response strategies include

- **Risk avoidance**—where risks have serious consequences on the project’s outcome. Risk avoidance can include replacing a project, procuring the project under a different form of contract, or cancellation.
- **Risk reduction**—which can take the form of more detailed design or further investigation, different materials or technologies, different methods of construction, changing the project execution plan, or changing the contract strategy.
- **Risk transfer**—which can be from client to contractor, contractor to subcontractor(s), or through insurance contracts.

### 8.13 AN EXAMPLE OF HOW VM AND RISK MANAGEMENT INTERRELATE

Risk identification plays an important part at each review stage of the VM process, and response to risks at each review is an integral part of achieving project value. This section highlights the steps involved in effectively coordinating VM and risk management in a manner that allows them to work in synergy. The steps are highlighted in terms of the reviews found in Table 8.1.

During the first review, all potential risks are identified. While an assessment of all the risks should be done in the form of cost, performance and time, and contingency allowances, the emphasis should be on the identification of major risks. The stakeholders should be aware of the impact these risks may have on the project, and have alternative strategies for project implementation. A **risk register** should now be prepared.

At the second review stage, consideration of the various options faced by the project team (to delay, defer, abandon, or reject) includes the combined results of the risk assessment studies, the review of the reliability of data and assumptions involved, and the areas of uncertainty to be taken into account. These studies can be of significant benefit, and can help the value
team form a view on possible changes to the project concept. The purpose of applying risk assessment at this stage is to provide stakeholders with a clear insight as to the major sources of risk(s) that must be taken into account; the decisions that must be made between alternative project schemes; whether or not the project can be economically justified; and the level of financing required.

During the third review, the definition of design, estimates, and program based on increasingly reliable and refined data warrants the use of quantitative risk analysis techniques. For major projects, probabilistic analyses can be conducted in areas of uncertainty. These analyses can be of significant benefit, and can help the value team to form a view on possible changes to the project concept.

During this stage, decisions should be made as to how the detailed design and implementation work should be packaged, together with responsibilities and allocation of risks to each party involved in the project. Evaluations should be made of the many elements that remain undefined at the end of the conceptual phase, and which relate to all subsequent work up to the final commissioning. In addition, the effects of unforeseen risks that arose between the previous and current review should be quantified, and appropriate risk responses should be developed and implemented.

Again, the various options faced by the value team are based on the combined results of the risk assessment studies, the review of the reliability of data and assumptions involved, and the areas of uncertainty that need to be taken into account. At the conclusion, a review and evaluation of the plan should be made, followed by recommendations for further adjustment, improvement, or changes.

In the end, project value is based on three important aspects: the independence of the value manager to clearly establish the stakeholders’ value criteria, planned application of team brainstorming, and the inclusion of appropriate enabling clauses in contracts and agreements. The factors needed to ensure value management success include a systematic approach, an integrated team environment, establishment of value criteria, focusing on the function, consideration of project life-cycle costs, a collaborative and nonconfrontational working environment, generation of records, and an audit trail. Value management must also have comprehensive understanding and support at the top levels of management, as well as an enthusiastic, sustained, and innovative approach to implementation. When properly organized and executed, VM provides a structured...
basis for both appraisal and development of a project, and results in many benefits.

The process of developing an integrated VM system is not simple, and it does not allow for quick fixes or easy definition of risks and value. The key point to remember is that value represents an organization’s commitment to achieving the best possible return for its projects relative to expenditures, risks, and other costs.
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One of the inevitable features of project management is change, defined as any addition, deletion, or alteration to the scope, nature, quantity, standards, timing, or location of work for a project during implementation. Changes can be frustrating to project managers and teams because they are usually the cause of significant delays and extra costs, particularly when they lead to contract variations.

Even so, not all changes are, of themselves, a bad thing. Changes can provide opportunities to improve a project, or to overcome problems. They can occur as the result of new technologies or innovative solutions that will result in a stronger end product. In fact, changes reflect the fact that projects are developed in a dynamic environment that is constantly offering new opportunities and threats. If we objectively consider the implications of change—instead of responding with the typical knee-jerk reaction of frustration when project change requests are made—there are many strong reasons why project changes are a positive for the organization.

In this chapter, we discuss how to manage and control changes so that project objectives can be met. We talk about why changes occur, and explore their implications on project cost and value. We discuss crisis management, and whether changes to a project can prevent it from achieving its defined objectives after the project is initiated. We also explore two important processes: the project change control system and, particularly, a component of this system known as “configuration management” (CM) that enables the compilation, control, and communication of critical project information.
9.1 CAUSES OF CHANGES

Recently, a simple study was conducted to assess the causes of changes during the implementation of projects. Data were obtained from responses to the following two questions:\1:

1. What is the greatest problem you face in project management?
2. In your opinion, what is the cause of that problem?

The results, from the perspectives of people from a number of different industries, are presented in Table 9.1.

The study also found that the causes of changes listed in the table above were primarily due to

- Markets and political conditions, such as exchange rates, material supplies, and other input factors.
- Project implementation conditions and resources that differ from the best predictions.
- Project sponsors who tend to spend as little time as possible on investigations before a project is authorized. (This is because cost and other resources appear to be wasted if the project does not go ahead, or if it is changed by any of the above factors. As a result, many problems are perceived and options considered only after the decision is made to go ahead, and therefore are incurred at the expense of project progress.)
- Project sponsors who are tempted to make changes to incorporate new technology, although this was not the original project objective.
- Contract and internal procedures that evolve to manage essential changes and variations, which create an expectation that specifications and other decisions are also open to change.

As mentioned earlier, change can be an advantage when it paves the way to using new ideas, and to developing and applying innovations during a project’s implementation stage. Changes can be classified as

- *Changes inherent in projects*—These include changes due to markets, customer demands, evolving relationships with customers and tasks from other projects, immature technology, new information, and the nature of development work.
Causes of Changes

Table 9.1 Causes of changes during project implementation

<table>
<thead>
<tr>
<th>Causes of Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor communications</td>
</tr>
<tr>
<td>Culture and structure of organization, personalities</td>
</tr>
<tr>
<td>Pressure/time constraints preventing effective definitive design</td>
</tr>
<tr>
<td>Changing markets, customer demands, ideas</td>
</tr>
<tr>
<td>Company attitude, poor discipline</td>
</tr>
<tr>
<td>Innovative, immature technology</td>
</tr>
<tr>
<td>Contracts signed when scope is not frozen</td>
</tr>
<tr>
<td>Schedule-driven projects</td>
</tr>
<tr>
<td>Customers changing their minds</td>
</tr>
<tr>
<td>Conflicting requirements within the team, lack of experience</td>
</tr>
<tr>
<td>Getting contractors to “buy into” plan</td>
</tr>
<tr>
<td>Insufficient front-end loading of the project</td>
</tr>
<tr>
<td>Changes from initial design</td>
</tr>
<tr>
<td>Evolving relationship with customers and tasks from other projects</td>
</tr>
<tr>
<td>Lack of preparation, inadequate risk assessment</td>
</tr>
<tr>
<td>Lack of personal knowledge/experience, time pressures</td>
</tr>
<tr>
<td>Poor initial planning</td>
</tr>
<tr>
<td>Not enough discussion among all stakeholders at the start of project</td>
</tr>
<tr>
<td>Poor scope documents, scope changes, lack of resources, time</td>
</tr>
<tr>
<td>Not enough time at the front end to finalize design</td>
</tr>
<tr>
<td>Projects are nebulous, company run by jargon-spouting accountants</td>
</tr>
<tr>
<td>Scope of work unclear at start of project, changes in market, technology</td>
</tr>
<tr>
<td>Lack of understanding by project sponsors (operations)</td>
</tr>
<tr>
<td>Developing situation in areas of new technology</td>
</tr>
<tr>
<td>Changes in design after commencing installation</td>
</tr>
<tr>
<td>Inadequate planning for business strategy</td>
</tr>
<tr>
<td>Individuals always have their own ideas on how to carry out their work</td>
</tr>
<tr>
<td>The nature of development work</td>
</tr>
<tr>
<td>The nature of the work itself</td>
</tr>
<tr>
<td>Unforeseen problems, difficulty of scoping</td>
</tr>
<tr>
<td>Being unable to see all the issues at the beginning</td>
</tr>
<tr>
<td>Lack of project management tools and understanding of workloads</td>
</tr>
<tr>
<td>Lack of understanding of the project on the part of senior management</td>
</tr>
</tbody>
</table>

- Changes internal to the business—These include changes due to poor communication, culture, and structure; personalities; company attitude; poor discipline; pressure and time constraints preventing effective definitive design; conflicting requirements within the team; lack of experience; poor initial planning; and most of the rest of the list in Table 9.1.
With regard to changes inherent in a project, the project sponsor must accept the changes, and the project manager must anticipate their effects. In mature project organizations, changes internal to the business are managed by reviewing previous projects that have shown what lack of action has cost.

Based on the above discussion, the need to make significant project changes comes about for one of several reasons:

- **As the result of initial planning errors**—Because many projects involve significant technology risks and uncertainty, it is often impossible to accurately account for all potential problems or technological roadblocks. As a result, many projects require midcourse changes to specifications when they encounter unsolvable problems or unexpected difficulties. Planning errors may also be due to simple carelessness or a lack of full knowledge of the development process. In this case, where the causes for change are nontechnical, reconfiguration represents a simple adjustment to original plans to accommodate new project realities.

- **As a result of additional knowledge of project conditions**—The project team or client may enter into a project, only to discover that specific project features or the development environment itself require midcourse changes to scope. For example, the technical design of a deep-water oil drilling rig may have to be significantly modified upon discovery of the nature of water currents or storm characteristics, underwater terrain formations, or other unanticipated environmental features.

- **Uncontrollable mandates**—In some circumstances, events occur outside the control of the project manager or team that must be factored into the project as it moves forward. For example, the new passenger safety requirements established by the European Union temporarily forced Boeing Corporation to redesign exit features on their new 777 aircraft, delaying the project’s introduction and sale to foreign airlines.

- **Client requests**—As a project’s clients learn more about the project, they often ask for significant alternations to address new needs. For example, in software development, potential users usually list complaints and requests for new features, reworked features, etc., when they are first exposed to a planned software improvement. In fact, IT projects often run excessively long because users continue...
to bring forward lists of new requirements or change requests as software development progresses.

---

**Case Study: The Bradley Fighting Vehicle**

A famous example of the problems that can beset a project as the result of excessive change orders, evolving needs, and conflicting information is found in the development of the U.S. Army’s Bradley Fighting Vehicle. Now a fixture of army inventory, the Bradley has been in service since 1981. It has been used in combat in the 1991 Gulf War, in Somalia in 1998, in Bosnia in 1999, and in Afghanistan in 2001, and in Iraq throughout the current conflict. Although it has been deployed reasonably successfully in combat, the case of the Bradley Fighting Vehicle is an example of a project whose original scope was altered so greatly that the project finally achieved a life of its own, seemingly divorced from its original goals.

Manufactured by FMC Corporation, the Bradley was originally conceived and designed in the early 1960s to replace the army’s older M-113 armored personnel carrier (APC). A large, tracked vehicle with minimal offensive firepower, the APC’s job is to bring troops riding inside into battle areas as quickly as possible. Once in combat, the APC works with other armored vehicles to develop and exploit breakthroughs on the battlefield.

Original specifications of the Bradley’s design included the capability to transport an entire squad of infantry (12 soldiers); a top speed sufficient to keep pace with other armored vehicles; strong side armor to protect the crew and infantry riding in the vehicle; the ability to travel through water (amphibious capability); and minimal offensive firepower (to travel light). Although initial plans suggested a fast turn-around for the project, almost two decades later, the army received a vehicle that

- Could transport only six personnel
- Was so lightly armored that enemy weaponry could easily penetrate its sides
- Sank like a stone when attempting to cross rivers
- Carried a hefty, full complement of machine guns, a 25-mm cannon, and anti-tank missiles

In other words, its realization was completely out of proportion to its originally conceived role on the battlefield. What went wrong?

Perhaps the biggest problem that hampered the development of the Bradley almost from the beginning was the failure within the army to come to a definitive agreement on the role the vehicle was to play on the modern battlefield. As mentioned previously, the army began simply with the need to replace its older APC; army brass originally designed it to be deployed against Warsaw Pact forces in Europe. However, they quickly added another requirement: that the Bradley serve in the dual role of armored scout.
These two missions were not compatible. Heavy armor, large size, and weaponry only for defensive purposes were the qualities that defined an APC. An armored scout, on the other hand, needed to trade armor plating for extra speed. Further, a scout’s mission was also more offensive, requiring that the vehicle be outfitted with a full complement of weapons, including a turret with cannon, machine gun, and anti-tank missiles. The army’s lack of clarity for the Bradley’s basic mission doomed it to serve poorly in both roles, and dramatically lengthened the development cycle. Redesign followed redesign and modification followed modification, rapidly consuming the budget and stretching development out through the administrations of five U.S. presidents.

Once put into production at FMC Corporation, the Bradley was also plagued by poor quality control. Employee whistleblower Henry Boisvert and others routinely witnessed sham testing, falsified documents, and poor quality control on the assembly lines. Army tests were conducted no more honestly, as the Air Force officer in charge of operational testing and evaluation, Colonel Burton, discovered. Some live fire tests were rigged, and some results were fabricated. To maintain an acceptable top speed, the Bradley sacrificed standard armor plating in favor of a form of aluminum that burned easily, while giving off deadly fumes. Further, to support the weapon complement necessary for the vehicle to serve as an armored scout, the interior was much smaller.

Since 1981, when the Bradley originally rolled off the assembly line, over 6700 have been put into service by the U.S. Army. From the outset, the vehicle has faced a mixed reception. Advocates argue that it serves a useful role in the modern, highly mobile army. Critics point out that as a result of its poor initial project scope and the army’s willingness to make numerous, dramatic changes to the role of the Bradley midway through development, the Army was left with a dangerous lemon. The Bradley suffered from the problem of scope creep, or the continual reassessment and change of a project’s original specifications. For the army, the final price tag for constant change was in excess of $14 billion dollars.

9.2 INFLUENCE OF CHANGES

Research has shown that we tend to underestimate the impact of project changes on cost and schedule for the following reasons:

- Changes are often proposed as the solution to a problem without a thorough investigation or full understanding of the difference in cost between solving the problem and living with it.
• Only the direct cost of a change may be obvious. The other costs associated with the disruption of work and of relationships among project stakeholders caused by the change are difficult to estimate, and tend to become apparent only much later. Their cost impact can be much greater than those of direct costs; for example, consider situations in which costs are estimated using learning curves, as discussed in Chapter 3. Changes to the project in midstream are very likely to disrupt the positive effect of learning curves and add significantly to the project’s bottom-line cost.
• Similarly, the ultimate price of ordering contract variations tends to be underestimated.
• People tend to be overly optimistic about the success of adopting new ideas, including changes to projects, without considering their impact on cost and schedule. However, experienced project managers are of the opinion that the potential advantages of making changes are nearly always overestimated, and do not really serve the original objectives.

9.3 CONFIGURATION MANAGEMENT

A large volume of information is generated during the implementation of a project, and both cost and value are affected by how well this information is compiled and communicated. This is particularly true of large projects that are affected by frequent changes—the larger the project, the more important it is that there is a system for compiling, communicating, and controlling the subsequent changes to information. For commercial or other security-related reasons, the system may have to control access to this information.

An additional challenge to managing project information is that it becomes much more detailed and diffused as various people with different expertise undertake their specialist activities. Clearly, everyone involved should base their work on consistent data about the project’s form, size, and intended performance.

These challenges are addressed by the project change control system, and particularly by a component of this system known as configuration management (CM). The Project Management Institute’s Body of Knowledge (PMBOK) defines configuration management as “a system of procedures that monitors emerging project scope against the scope
baseline. It requires documentation and management approval on any change to the baseline."4 (The scope baseline is simply a summary description of the project’s original content and end product, including budget and time constraint data.)

In simple terms, configuration management is best understood as the **systematic management and control of project change**. It is important to recognize that the best time to start planning for change is at the beginning of the project, when scope, budgets, schedules, and activity sequences are established. On the surface, it may seem odd that the management of project changes is most effectively accomplished at the project’s beginning. Nevertheless, because the need to make significant project changes is usually an acknowledged part of the planning process, configuration management seeks to formalize the change process as much as possible, rather than leaving changes needed downstream to be done in an ad hoc or uncoordinated manner.

### 9.4 CONFIGURATION MANAGEMENT STANDARDS

The configuration management process, as we understand it today, became its own discipline sometime in the late 1960s. In the 1970s, the U.S. Government developed and issued a series of military standards for configuration management that was consolidated into a single standard known as MIL-STD-973 in 1991. This standard is still active but due for cancellation. In the early 1990s, an initiative began to adopt nongovernment standards wherever possible; this was the beginning of what has now evolved into the most widely distributed and accepted standard on CM. Known as the “National Consensus Standard for Configuration Management,” ANSI/EIA-649-1998 was developed by the Electronic Industries Alliance, reviewed by a multiassociation advisory group, and approved as an American National Standards Institute (ANSI) document. Without mandating requirements, this standard provides an excellent set of processes, principles, and guidelines for conducting CM in any environment.5 ANSI/EIA-649 states that “the primary objective of CM is to assure that a product performs as intended and its physical configuration is adequately identified and documented to a level of detail that is sufficient enough to repeatedly produce the product and meet the anticipated needs for operation, maintenance, repair and replacement.”6
9.5 THE CM PROCESS

It is important to understand CM as a component of the normal project development processes within an organization. Configuration management does not occupy a separate position; rather, its principles are embedded routinely within normal development cycles. According to the University of Manchester’s Centre for Research on the Management of Projects (CRMP), “The goal of the CM process is to address the composition of a product, configuration documentation defining a product, and other data and products that support it. To do so, CM is structured into four integrated processes that provide for complete control of information for project life cycle management”7 (Figure 9.1).

The specific tasks of the configuration management discipline are as follows9:

1. **Configuration identification**—This process identifies all items uniquely within the configuration, which establishes a successful method for requesting a change and ensures that no change takes place without authority. In choosing the names of items, it is advisable to keep them short, but unique and meaningful. In addition, every configuration item should be physically labeled so that the label identifies that physical item as the one recorded in the configuration register. Furthermore, when a change is required on a piece of fielded item, there must be a simple way, such as etching the item with numbers, to record each change made to that item. While etching numbers is easy for tangible physical items, it is not

---

[Figure 9.1 Configuration management structure]
easy for intangible items like software packages. Even so, there should be an identification mechanism to determine which version of the software is actually installed. In the case of large projects that involve numerous configuration items, it is important to establish a **baseline configuration** to provide some structure and avoid confusion. According to Field and Keller, “A baseline is the state of configuration, or a defined part of the configuration, at a particular point in the development, usually at a major milestone in the system life cycle. A baseline may be defined as a set of known and agreed configuration items under change control at a discrete time from which further progress can be charted.”

2. **Configuration control**—This is a system through which changes may be made to configuration items. As change requests begin to appear, the configuration control system ensures that no change is made without assessment of its impact, either by the people potentially affected by the change, or without approval by an appropriate authority. The element of configuration control is examined in much greater detail later in this chapter when we discuss control of changes to projects.

3. **Configuration status accounting**—This process, which records and reports the current status and history of all changes to the configuration system, provides a complete record of what happened to the configuration system to date. The purpose is to provide a mechanism to trace all of the events that happened to the CM system so that comparisons can be made with the original development plan. Again, according to Field and Keller,

> “The records that are accumulated in the configuration status accounting database include:

- The creation of new configuration items together with the name of the change control authority
- Incident reports (i.e., faults reported that may produce change requests)
- Change requests
- Change approval/rejection decisions
- Change notices (issued when item have been changed)
- Updates to items stored in the system itself
- Baseline configurations
Using these data the status accounting system should be able to produce reports on the status and history of any item or collection of items, such as a baseline.”

4. **Configuration audit**—These audits are performed to ensure conformity between the items in the configuration and their specifications. Audits ensure not only a match between what is delivered and what was requested, but also consistency throughout all project documents. In other words, even though changes may have taken place in the requirements and design, configuration auditing ensures that the items produced conform to current specifications, and that all quality assurance procedures that are said to be in place have in fact been performed satisfactorily. Configuration audit also ensures that changes that have been made to the items or the project are correctly recorded.

An alternative representation of the four stages in configuration management includes the steps shown in Table 9.2.

<table>
<thead>
<tr>
<th>Step</th>
<th>Action</th>
</tr>
</thead>
</table>
| 1. Configuration identification | 1. Develop a breakdown of the project to the necessary level of definition.  
                                  | 2. Identify the specifications of the components of the breakdown, and of the total project. |
| 2. Configuration reviews       | Meet with all project stakeholders to agree to the current project definition. |
| 3. Configuration control       | 1. If agreement is achieved, repeat the first three steps, developing the breakdown and specification further, until the project is defined.  
                                  | 2. If agreement is not reached, either  
                                  | • Cycle back to the configuration as agreed at a previous review and repeat steps 1–3 until agreement is achieved; or  
                                  | • Change the specification last obtained by a process change control to match what people think it should be. |
| 4. Status accounting          | Memory of the current configurations and all previous ones must be maintained, so that if agreement is not reached at some point, the team can cycle back to a previous configuration and restart from there. Also, memory of the configuration of all prototypes must be maintained. |
9.6 CONTROL OF CHANGES

We have argued so far that changes to a project are inevitable. Sometimes the reasons make good business sense (e.g., significant changes to the company’s strategy); at other times, they may occur for a variety of poorer reasons. Nevertheless, we have to take, as a starting point, the perspective that changes will be embedded in any project. When changes happen, the most important issue is not the degree to which they occur, but the manner in which we stay on top of them by proactively working to control the change and configuration management process. There are a number of means by which project organizations can first anticipate and then plan for and manage changes. From our own experience and research, we can highlight several suggestions for anticipating potential sources of project change:

1. Evaluate all possible options/alternatives during the stages of project scope and procurement, and during the planning phase of the project feasibility study. Apply the lessons learned from previous projects. Even under pressures to limit expenditure, this is the time to use resources to consider alternatives and preferences.
2. Foresee and list the possible reasons for potential changes. Use risk analysis to assess flexibility and margins to allow in the project size, budget, and schedule.
3. Plan the project and identify all novel and uncertain details before project sanctioning, so that the appropriate decision can be made on how to proceed in implementing the required change, or whether to go ahead with the project.
4. Involve all project stakeholders in the above decisions and obtain commitment from them, thereby motivating them to feel that they own the project definition and are personally responsible for the results.
5. If the project objective is development, proceed in stages and spend the money on work that will reduce the uncertainties associated with whether to proceed further, and how.
6. If the project is urgent, make final decisions before starting. Overlapping planning and implementation phases in a project can cause great delays.
7. If schedule or cost is important, establish a procedure to anticipate, assess, and decide on possible changes.
8. Consider whether to set a policy that no changes will be accepted unless imposed by new legislation, or unless the changes offer an overwhelming and undoubted advantage to the project, such as a significant financial rate of return.

9. Maintain continuity of the senior staff, particularly those responsible for sponsoring and managing the project.

9.7 CHANGE CONTROL PROCEDURE AND CONFIGURATION CONTROL

To avoid the costs and delays associated with uncontrolled changes, many organizations have set up formal procedures to control them—and have further extended those procedures “upstream” to anticipate changes well before they occur. Establishing a configuration control system provides just such a framework for anticipating what may not be obvious. Aided by systematic questioning and checklists from other projects, the configuration control system is designed to reveal omissions in the project definition, along with the presence of inconsistent specifications.

While many changes in projects should not be accepted, some may be required for good reasons, and implementing them may provide significant advantages. Therefore, “formal systems to control changes should be operated as an aid to improve project performance and success.”

The procedure to control the potential effects of changes on cost or schedule can be simple. It needs to provide a basis for making decisions in time to minimize real problems, yet deter the temptation to make a change, rather than solve an underlying problem. The procedure should require anyone proposing a change to provide the following information:

- Who wants the change, and why?
- What are its potential advantages and consequences?
- What are the potential effects on schedule and budget?
- What are the alternatives?
- Is the change being proposed to overcome a hidden problem?
- What would be the consequences of refusing the change?
- What do the other stakeholders recommend about the proposed change?
- When and how should the change best be implemented?
Change control involves organizing a collection of people (including management, the development team, testers, user representatives, and the client) to cope with change and to minimize its disruptive impact. Change control can be executed in a project environment by the following procedure:

1. Define the current state of the system to which any change is referred.
2. Establish a means for submitting proposals for change.
3. Establish a mechanism for evaluating the impact of change, including cost, time, and effects on others.
4. Have a decision-making authority to approve or reject the change.
5. Establish a method of recording the approved or rejected change.
6. Establish a method for publishing the change.
7. Establish a means of monitoring the implementation of the change.

A sample change control form is presented in Figure 9.2.

There are two other issues relating to changes in projects. The first is associated with project delays, which are a recurrent problem with many projects, and one of the critical reasons for this is significant changes made to project specifications after formal approval. This issue continues to be a major source of headache for project managers, who need to freeze specifications to minimize likely downstream project disruptions. Consequently, the control of changes needs to be both quick and in tune with overall project objectives. On the other hand, if a decision on a proposed change is delayed until the end of the project or a milestone date because it may be cheaper to implement it together with other changes, the facts could likely change by that time, and the change may become unnecessary.

The second issue relates freezing the project. It is common to hear project managers argue for freezing specifications at the earliest possible point. They note that the more “fluid” the project’s specifications, the more likely that change orders will be issued, making final project completion late and expensive. On the surface, their arguments seem to have merit: specification changes are often a “killer” when it comes to managing an efficient implementation process. Further, the later into the project that these change requests arrive, the more expensive and significant their negative impact on the project is likely to be.
Although this is a reasonable position to argue from, it does not ultimately hold much merit. There are several irresistible forces that can necessitate changes to the project scope, such as market conditions, actions that need to be taken to correct mistakes, and new technology. The scope and schedule for a project can be frozen only in circumstances where there are overwhelming reasons to do so, or in cases of emergency projects, where speed is the overriding basis for decisions.

The practical lesson learned from industrial and public projects is that flexibility and spare capacity are needed because of uncertainties during
project implementation. However, to use them successfully, there must be a formal system that controls how and when they are used. Without that control mechanism, flexibility and spare capacity may be misused to cover up the poor decisions that were made at the project’s outset.

9.8 RESPONSIBILITY FOR THE CONTROL OF CHANGES

To control changes, we need to know where they come from. To help in this effort, we can classify the causes of changes listed in Table 9.1 as originating from three different sources:

1. Corporate management—Examples include changes due to culture and structure, poor discipline, and immature technology. Clearly, these types of changes are a corporate rather than project responsibility.

2. Business environment—Examples include changes due to markets and customers’ demands, and changes to take advantage of new ideas and technology. The control of these types of changes should be the responsibility of the project sponsor (whoever is responsible for initiating the project or for bidding to a potential purchaser), and allowance is usually made in the budget for such cases.

3. Project management—Examples include changes due to contracts signed when the project scope was not frozen, conflicting ideas within the project team, lack of preparation, and inadequate risk assessment. The control of changes due to the project environment should be the responsibility of the project manager, and is factored into the budget for project execution.

Change control in large projects is often the function of a committee. In such cases, changes in the first two categories should be decided by the committee in consultation with the project manager. With regard to changes in the third category, they should be reported to the committee for informational purposes only, and not for the purposes any decision making by the committee. The rationale is that the committee should spend their time concentrating on the more critical changes that may affect the project’s objectives and priorities.
9.9 CRISIS MANAGEMENT

A project crisis is a situation where it appears that the project objectives are no longer achievable. A project crisis may cause a major change to a project; that is, one of the project’s original objectives of performance, quality, schedule, or cost may have to be sacrificed. If the crisis is a threat to achieving project objectives, a decision needs to be made on whether to proceed any further with the project. When making this decision, up-to-date information on questions such as what can be done, how, when, and at what cost should be thoroughly analyzed. In essence, the solution to a crisis may become a replacement project, which should be evaluated so that a decision can be made as to whether to proceed with the current project or to abandon it.

To manage a crisis effectively, it is important that the danger signs are recognized as early as possible. Unfortunately, however, it is often true that the people working on the project may be unaware or unable to agree that a crisis is imminent. This is particularly true in bureaucratic organizations, where it may be difficult to obtain a consensus so that appropriate action can be taken in time to minimize damage. Invariably, in these types of organizations, by the time the crisis is recognized it is usually too late, and decisions on how best to respond to the crisis are usually of an urgent nature, and not well thought out. This deters the process of finding the appropriate facts, and leads to strained relationships among project team members—and the avoidable panic that has been created reduces confidence in the organization.

Ideally, to effectively manage a crisis, the project manager should be in regular and informal contact with everyone on the project so that the early warning signals of an approaching crisis are recognized. The project manager should then take a logical, step-by-step approach to crisis management by finding answers to the following questions:

1. What is the problem?
2. Why is it urgent?
3. How will the crisis affect the achievement of the project objectives?
4. Do all the concerned parties agree on the facts?
5. What are the options?
6. What is the best course of action?
Operating in crisis mode requires some clear-headed decisions and steps, the most important of which include:

- Accessing and assimilating “lessons learned” information from previous projects. One of the best defenses against crisis, and one of the best ways to establish the means to respond quickly, is to consider the crisis in relation to historical data. Have we experienced similar work conditions in the past? Does this customer or supplier have a reputation for inconsistency? Lessons learned can often serve as a guide for pointing out warning signs of potential problems, or offer clear guidance of optimal remedial steps once the crisis hits.

- Applying appropriate planning and risk analysis at the start of a project. Risk management is a key means for dodging the worst possible problems during a project’s development. Obviously, risk assessment is useful only to the extent that those causes can be foreseen. Nevertheless, if we have performed a reasonable risk assessment, we should have begun developing contingency plans for many of the potential sources of project crises.

- Providing the project manager with the authority necessary to address the crisis. Many organizations do not give their project managers enough latitude to respond to project threats, preferring that all “critical” decisions be pushed up the organizational ladder. This perspective is dangerous. Due to time constraints, it may not be possible to consult with the project sponsor or other stakeholders when a crisis threatens. Therefore, the project manager needs to have or assume the authority to define the crisis and to decide on actions to be taken on behalf of the project sponsor.15

9.10 AN EXAMPLE OF CONFIGURATION MANAGEMENT16

So far, we have spoken in general terms about the development and usefulness of a formal configuration management system. Next, let’s apply these principles to a simple example that will illustrate the effect of configuration management on how the project is conducted. The example—a project to develop a “green” refrigerator—and the design team involved are modest by comparison to others; however, it does illustrate principles that are equally appropriate in large and more complex projects.
Example
A small but increasingly successful firm has built a good reputation for its refrigerators and freezers. The management of the firm is now convinced that there is requirement in the market for a “green,” highly energy-efficient refrigerator. Since the company is small, they feel it is possible to quickly fill this expanding niche in the market with a good product. After initial analysis, a product requirement definition document is agreed upon. This becomes the first configuration item:

**Configuration item**

<table>
<thead>
<tr>
<th>Item name:</th>
<th>Requirements definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Created:</td>
<td>1/10/07</td>
</tr>
<tr>
<td>Change authority:</td>
<td>Engineering Division manager and Marketing manager</td>
</tr>
<tr>
<td>Description:</td>
<td>Master copy held in Engineering files ref Green/1/1</td>
</tr>
<tr>
<td>Items depended on:</td>
<td>None</td>
</tr>
</tbody>
</table>

This information is held in a database under the control of an administrator in the engineering department. The description is a pointer to show exactly which document is being referred to, and the requirement definition itself is held securely in a file. Because it is the first item, it does not depend on other items already in the system.

The design team has two lead designers who decide that one will be responsible for the refrigeration unit, the controls, and the motor, and the other for the case, the interior fittings, and the door. Together, they draw up a design and submit it to a meeting chaired by the marketing manager, where it is confirmed that this design conforms to the requirements definition. This now becomes the second configuration item:

**Configuration item**

<table>
<thead>
<tr>
<th>Item name:</th>
<th>Top-level design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Created:</td>
<td>1/25/07</td>
</tr>
<tr>
<td>Change authority:</td>
<td>Lead designers with project manager</td>
</tr>
<tr>
<td>Description:</td>
<td>Master design held in Engineering files ref Green 1/2/1</td>
</tr>
<tr>
<td>Items depended on:</td>
<td>Requirements definition</td>
</tr>
</tbody>
</table>

Note that this item is dependent on the requirements definition, an item already in the configuration. Any request for change in the requirements
definition could affect this second item. As the design of individual components proceeds, other configuration items are stored in the database—the designs for the case, the motor, the interior fittings, etc. As each item is added to the database, it is necessary to record precisely where that design is held, and it must be held in such a way that no changes take place without authority. Some items spawn others (the door design, for example, has a fastening design that is dependent on the case and door designs). The configuration of the refrigerator after about a month looks like Figure 9.3.

Next, change requests start to appear. The designer responsible for the refrigeration unit undertakes some research on non-CFC refrigerants and discovers that using these coolants will require some changes. In particular, the coils have a different geometry from the one specified in the top-level design. Consequently, there needs to be a change request not only for the refrigeration unit itself, but also for the top-level design:

**Change request**

| Originator: | Abel Baker |
| Date:       | 2/15/07    |
| Items(s) to be changes: | Top-level design and refrigeration unit design |
| Outline of change: | The refrigerator will use liquid propane as coolant, and will require a design for the refrigeration coils and a motor suitable for this coolant. |
| Reason for change: | Liquid propane is presently the most effective non-CFC coolant available for domestic refrigeration. |
The administrator checks the database to find out what other items are recorded as *directly* dependent on any of the items for which the change is requested, so that the full impact of the effect of a change can be assessed. Notice that in the first instance, we consider only items that have been declared dependent on the items for which change has been requested. There could be lower-level items that depend indirectly on the top-level design, via, say, the case design, but there is no need to consider them unless a change is necessary in the case design itself.

The designers meet at the project manager’s instigation and determine that the changes required by using liquid propane will affect the refrigeration unit and the top-level design, but not the case design. Nevertheless, the fact that there has been a change is reported to all members of the design team, in case someone working on the design of something that is not yet part of the configuration is relying on the earlier designs.

The administrator using the database records all change requests, impact assessments, and decisions made by item controllers. Occasionally, the designers ask the administrator questions, such as, “How did we come to use this size motor?” The administrator answers this by using the database to recall design history from the original document identified as motor design, as well as all subsequent changes to it.

The quality manager also asks questions to ensure that the product is meeting the intentions of the managers of the marketing and engineering divisions. These include

- Is there a record of all configuration items, uniquely identified, with records of all requests for change and the outcome of each?
- Have all changes been properly authorized?
- What evidence is there of verification that the detailed design conforms to the top-level design?
- Is there a record of management agreement to the top-level design?
- Are there any outstanding requests for change to the designs?
- Is there a specification of the tests that will be conducted before the refrigerator design is approved for manufacture?
- Overall, if the refrigerator were constructed to the detailed designs, would it meet the sponsor’s requirements?

Everyone in the department who had anything to do with the development of this refrigerator was affected by the decision to use configuration management. The project manager found that he had quite a “selling” job
to ensure that everyone adheres to the system, even if they don’t really like it. Some found it onerous and were irritated by the extra administration and the delays caused by the change control procedures. But others found it useful that nobody changed things without letting them know, and liked the way that they could get information about the reasons for past decisions.\footnote{17}

Change control and configuration management represent critical elements of effective project management across the full life cycle. It is perhaps ironic that we should be focusing on the need to manage project changes even during the initial planning phase, but this mentality reflects the realities of modern projects—highly technical, complex, and often having multiple stakeholders. As we noted in this chapter, a variety of phenomena can have significant effects on the project, mandating the need for both minor and significant changes. With the goal of managing our projects for maximum value and cost control, configuration and change management is directly in the forefront of prudent planning and project execution.
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During the 1990s, many organizations, both public and private, embraced the discipline of supply chain management (SCM). These organizations adopted several SCM-related concepts, techniques, and strategies to help them gain a significant competitive advantage in the marketplace, including efficient consumer response, continuous replenishment, cycle time reduction, and vendor-managed inventory systems.

Companies that have effectively managed their total supply chain, as opposed to their individual firm, have experienced substantial reductions in inventory- and logistics-related costs, better delivery success, and improvements in customer service. For example, Procter & Gamble estimates that its supply chain initiatives resulted in $65 million savings for its retail customers. The *Journal of Business Strategy* writes that “According to Procter & Gamble, the essence of its approach lies in manufacturers and suppliers working closer together jointly creating business plans to eliminate the source of wasteful practices across the entire supply chain.”¹

While the adoption and implementation of total SCM-related strategies is quite prevalent in the retail and manufacturing industries, and their benefits are well understood, project-based organizations have lagged behind in their acceptance and use. This is especially the case with the global engineering and construction industry, which has been plagued by poor quality, low profit margins, and project cost and schedule overruns.² It is estimated, for example, that approximately 40 percent of the amount

of work in construction consists of non-value-adding activities, such as
time spent waiting for approval or for materials to arrive at the project
site. Supply chain management clearly offers a better way.

In this chapter, we examine SCM, including its benefits, critical areas,
and issues relating specifically to project management. We discuss value
drivers in SCM, and present a project supply chain process framework.
Finally, we explore supply chain integration, performance metrics, and
future issues in project supply chain management.

10.1 WHAT IS SUPPLY CHAIN MANAGEMENT?

Supply chain management is a set of approaches that are utilized to
efficiently and fully integrate the network of all organizations and their
related activities in producing/completing and delivering a product, a
service, or a project. In the process, system-wide costs are minimized
while customer-service-level requirements are maintained or exceeded.
This definition implies that a supply chain is composed of a sequence
of organizations, beginning with basic suppliers of raw materials and
extending all the way up to the final customer.

Supply chains are often referred to as value chains, as value is added
to the product, service, or project as it progresses through the various
stages of the chain. Figure 10.1 illustrates typical supply chains for
manufacturing and project organizations.

Each organization in the supply chain has two components: inbound
and outbound. The inbound component for an organization may be
composed of basic raw materials and component suppliers, along with

Figure 10.1 Typical supply chain for (A) a make-to-stock manufacturing company
and (B) a typical supply chain for a project organization
transportation links and warehouses, and ends with the company’s internal operations. The outbound component begins where the organization delivers its output to its immediate customer. This portion of the supply chain may include wholesalers, retailers, distribution centers, and transportation companies, and it ends with the final consumer in the chain.

The length of each component in the supply chain depends on the nature of the organization. For a traditional make-to-stock manufacturing company, the outbound or demand component of the chain is longer than the inbound or supply component. On the other hand, for a project organization, the inbound component is typically longer than the outbound component. These concepts are illustrated in Figure 10.1.

10.2 THE NEED TO MANAGE SUPPLY CHAINS

In the past, businesses focused only on the performance and success of their individual firms. This firm-focused approach, however, does not help companies achieve a competitive edge in the current global business environment, where success (and even survival) increasingly hinges on the ability to manage the total supply chain.

Several factors make it necessary for companies to adopt SCM approaches. First, businesses are encountering competition that is no longer regional or national; it is global, and it is intense. Customers increasingly are seeking the best value for their money, and advancements in information technology and transportation have provided them with the ability to buy from any company anywhere in the world that will provide that value. To win over these customers, business organizations need to reduce costs and add value, not just for their individual firm, but throughout their supply chain.

Second, inventory is a non-value-adding asset and is a significant cost element for businesses. The increasing variability in demand as we move up in the supply chain, known as the “bullwhip effect,” can force some individual members of a supply chain to carry very high levels of inventory that can substantially increase the final cost of a product. Effective supply chain management can enable a business to achieve a visible and seamless flow of inventory, thereby reducing inventory-related costs throughout the supply chain.

Third, the chain of organizations involved in producing and delivering a product or completing and delivering a project is becoming increasingly complex and is fraught with many inherent uncertainties. For example,
inaccurate forecasts, late deliveries, equipment breakdowns, substandard raw material quality, scope creep, resource constraints, and so on can contribute to significant schedule and cost overruns for a project organization. The more complex the supply chain is, the greater the degree of uncertainty and the more adverse the impact on the supply chain.

Supply chain management approaches such as partnering, information, and risk sharing can greatly reduce the impact of these uncertainties on the supply chain. In addition, management approaches such as lean production and total quality management (TQM) have enabled many organizations to realize major gains by eliminating waste in terms of time and cost. New opportunities for businesses to improve operations even further now rest largely in the supply chain areas of purchasing, distribution, and logistics.6

While several project-based organizations have adopted SCM-related strategies, evidence indicates their efforts to mitigate project schedule and cost overruns have fallen woefully short of expectations. The reason may be that project supply chain management is considerably more difficult, as project supply chains are inherently more complex. For example, many projects typically involve a multitude of suppliers and experience considerable variability in supply delivery lead times and resource constraints, as well as frequent changes to project scope. Such project supply chain complexities underscore the importance and need for project-based organizations to manage their total supply chain in a more formal and organized manner.

10.3 SCM BENEFITS

Companies that effectively manage their supply chain accrue a number of benefits. A recent study by Peter J. Metz of the MIT Center for eBusiness found that companies that manage their total supply chain from suppliers’ supplier to customers’ customer have achieved enormous payoffs, such as 50 percent reduction in inventories and 40 percent increase in on-time deliveries.7

Effective SCM enabled Campbell Soup to double its inventory turnover rate, Hewlett-Packard to reduce its printer supply costs by 75 percent, Sport Obermeyer to double its profits and increase sales by 60 percent in two years, and National Bicycle to achieve an increase in its market share from 5 percent to 29 percent.8 Other companies that have better managed their supply chain, such as Wal-Mart, have benefited
from greater customer loyalty, higher profits, shorter lead times, lower costs, higher productivity, and higher market share. The good news is that by effectively managing their supply chains, project management organizations can enjoy similar benefits.

10.4 CRITICAL AREAS OF SCM

Effective supply chain management requires companies to focus on the following critical areas: customers, suppliers, design and operations, logistics, and inventory.

10.4.1 Customers

First and foremost, effective supply chain management requires a thorough understanding of what customers want—which, in effect, makes them the driving force behind SCM. In a project environment, determining customer requirements and working with them throughout the project will, in all likelihood, lead to a satisfied customer and ultimate success. However, given that customer expectations and needs are constantly changing, determining them can be like hitting a moving target. In recent years, customer value, as opposed to the traditional measures of quality and customer satisfaction, has become more important. According to David Simchi-Levi, Phil Kaminsky, and Edith Simchi-Levi, “Customer value is the measure of a company’s contribution to its customer, based on the entire range of products, services, and intangibles that constitute the company’s offerings.” The challenge for project organizations is to provide this customer value by managing the inevitable scope changes without incurring significant project schedule and cost overruns.

10.4.2 Suppliers

Suppliers constitute the back-end portion of the supply chain and play a key role in adding value to it. Their ability to provide quality raw materials and components when they are needed at reasonable cost can lead to shorter cycle times, reduction in inventory-related costs, and improvement in end-customer service levels.

Traditionally, the relationship between suppliers and buyers in the supply chain has been adversarial, as each was interested in their own profits and made decisions with no regard to their impact on other
partners in the chain. In today’s environment, supplier partnering is vital for effective supply chain management—without the involvement, cooperation, and integration of upstream suppliers, value optimization in the total supply chain cannot be a reality.

This issue is even more critical for project-based organizations, where the supply or back-end portion of the chain is typically long, and value enhancement and project supply chain performance will be less than optimal without the total involvement of every supplier. For example, in the case of highly technical projects, it is not atypical to have fifth- or even sixth-tier suppliers upstream in the project supply chain. Managing the dynamic interrelationships and interactions that exist among these suppliers is considerably more complex and requires effective integration of their project activities into the larger framework of supply chain management.

10.4.3 Design and Operations

Design and operations play several critical roles in a supply chain. New product designs, for example, often generate new solutions to immensely challenging technical problems. These, in turn, require that changes be made to the existing supply chain (often in the face of uncertain customer demand), as well as possible trade-offs between higher logistics- or inventory-related costs and shorter manufacturing lead times. The operations function creates value by converting raw materials and components into a finished product. This function is present in every phase of the supply chain and is responsible for ensuring quality, reducing waste, and shortening process lead times.

10.4.4 Logistics

Logistics involves the transfer, storage, and handling of materials within a facility, as well as incoming and outgoing shipments of goods and materials. By ensuring that the right amounts of material arrive at the right place and at the right time, the logistics function makes a significant contribution to effective supply chain management. In project management, the logistics function requires a thorough understanding of customer requirements, reduces waste throughout the supply chain to reduce costs, and ensures timely completion and delivery of projects.
10.4.5 Inventory

Inventory control is an essential aspect of effective supply chain management for three reasons. First, inventories represent a substantial portion of the supply chain costs for many companies. Second, the level of inventories at various points in the supply chain has a significant impact on customer service levels. Third, cost trade-off decisions in logistics, such as choosing a mode of transportation, depend on inventory levels and related costs. In project-based organizations, where inventory-related costs can be substantial, effective inventory management can be achieved only through the joint collaboration of all members of the supply chain.

10.5 SCM ISSUES IN PROJECT MANAGEMENT

The benefits of utilizing the total supply chain management approach in traditional make-to-stock manufacturing and retail environments have been well documented. Increasingly, project organizations and project managers are realizing that integrating the total supply chain when managing projects can potentially reduce project schedule and cost overruns, as well as the chances of project failure.

However, as shown in Figure 10.1B, the typical chain for a project is considerably more complex. Problems associated with scope changes, resource constraints, technology, and numerous suppliers that may require global sourcing makes the total integration of the project supply chain risky and challenging.

Consider, for example, the $200 billion Joint Strike Fighter program, one of the most complex project management undertakings in history. According to a 2003 article in Internet Week, “The principals of this project supply chain include:

1. A consortium comprised of Lockheed Martin, Northrop Grumman and BAE Systems, overseeing design, engineering, construction, delivery and maintenance,
2. A matrix of partners, including Boeing, engine-makers Pratt & Whitney and Rolls-Royce, and a handful of other subcontractors, all of which will lean on their own myriad suppliers for hundreds of thousands of components,
3. A multifaceted customer, the Pentagon, which is representing the U.S. Air Force, Navy and Marines, as well as the British Royal Navy and Air Force.”^11
Integrating and managing the total supply chain for this project is a Herculean task that will involve careful balancing of different vested interests and collaboration among all these partners to meet the stringent cost, quality, and delivery criteria set by the Pentagon. If the project’s goal is focused only at the department or at the individual company level, instead of on the total project supply chain, value optimization for the project cannot be achieved.

Other issues facing those involved in project supply chain management include:

- **Trust among suppliers**—As earlier noted, projects in the construction industry are notorious for ill-managed supply chains. This fact was pointed up in a recent research study of the UK construction sector, which found that fundamental mistrust and skepticism among subcontractors and other supply chain relationships was quite prevalent. Because this lack of trust will have a detrimental effect on the project delivery process, fostering the necessary attitudinal changes to improve performance is a key challenge.

- **Effective inventory management**—In the airline industry, enormous inventory inefficiencies such as duplication of distribution channels and excessive parts in storage have led to increasing costs for the total supply chain. In addition, a significant portion of every dollar invested in spare parts inventory constitutes holding and material management costs. The challenge for airlines and other project-based industries is to efficiently manage inventory throughout the total project supply chain, which in turn creates the potential to significantly reduce project life cycle costs.

- **Joint coordination of activities and communication among various project participants**—Consider, for example, a development project for an aluminum part to be delivered to an airline customer. When the part is ready for production, the supply chain department of the project development group will typically choose from a list of its favorite suppliers to get the lowest possible price. These companies are rarely the ones that worked on the development hardware, and not surprisingly, they will all want to enforce design changes on engineering, so that they can efficiently produce the part to fit their particular set of processes. This can often lead to substantial increases in costs by way of engineering modification and re-qualification efforts. Furthermore, if, in the interest of price...
reduction, the supply chain department later changes the design without communicating or coordinating with the engineering department, the part that will be delivered to the customer will be different from what the customer wanted. Much time, money, and effort may have to be expended to rectify the situation with the irate customer. Project managers should be aware that without the joint collaboration of all project stakeholders working toward a common goal, suboptimization will occur, and the project is bound to fail.

- **Accurate, timely, and quality information on supply-chain-related issues**—Often, this information is not available to project managers—resulting in suboptimal decisions. Effective project supply chain management requires an infrastructure that can accelerate the velocity of information and will enable all project participants to collaborate throughout the project life cycle. For example, in a chemical plant construction project, the Global Project and Procurement Network uses the Internet to streamline and accelerate information flow. This enables all supply chain participants to collaborate from plant design through operation and maintenance.\(^{13}\)

- **Security management**—For many organizations, the terrorist attacks of September 11, 2001 have heightened interest in ensuring security throughout the total supply chain. The challenges—which range from designing facilities that are secure against outside intrusion to ensuring that products can be protected from tampering until they reach the end consumer—require that project managers provide unique and innovative solutions.

### 10.6 VALUE DRIVERS IN PROJECT SUPPLY CHAIN MANAGEMENT

Value drivers in a project supply chain are those strategic factors that significantly add or enhance value and provide a distinct competitive advantage to the chain. The typical value drivers for a project supply chain are listed in Table 10.1.

In the context of project supply chains, the client or **customer** who is the final recipient of the completed project is the most important value driver. It is this customer’s definition or perception that determines what constitutes value in a project, which then triggers all other upstream supply chain activities. For example, if the customer values price, then all supply-chain-related activities of the project should focus on efficiency
Table 10.1 Project supply chain value drivers

<table>
<thead>
<tr>
<th>Value drivers</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer</td>
<td>The final customer at the end of the project supply chain</td>
</tr>
<tr>
<td>Cost</td>
<td>Total cost incurred at the end of the project supply chain</td>
</tr>
<tr>
<td>Flexibility</td>
<td>The ability of the project supply chain to quickly recognize and respond to changing customer needs</td>
</tr>
<tr>
<td>Time</td>
<td>Refers to on-time delivery or delivery speed of completed projects to the end customer</td>
</tr>
<tr>
<td>Quality</td>
<td>The ability to deliver a completed project that meets or exceeds end customer expectations</td>
</tr>
</tbody>
</table>

and eliminating waste throughout the total supply chain. On the other hand, if the customer values completion of the project on time or ahead of schedule, then all of the project supply chain activities should be geared toward achieving this goal. Thinking in terms of customer value requires that project managers have a clear understanding of customer preferences and needs, customer profit and revenue growth potential, and the type of supply chain required to serve the customer. They must also make sure the inevitable trade-offs that need to be made are indeed the correct ones.¹⁴

The need to significantly lower or control project costs will also drive changes and improvements in the supply chain. In the retail industry, for example, the policy of everyday low prices required Wal-Mart to adopt a cross-docking strategy in its warehouses and distribution centers, as well as strategic partnering with its suppliers. In the personal computer industry, Dell Computer Corporation uses the strategy of postponement (i.e., delaying final product assembly until after the receipt of the customer order) to lower its supply chain costs.

**Flexibility**, or the ability to respond quickly to changes in customer needs or project scope, is another important value driver in project supply chains. For example, the willingness of the project organization to provide the client with the freedom to make significant design changes through development, with the help of a strong and supportive engineering staff, will enhance the value of the project supply chain.¹⁵ Dell Computer Corporation is a classic example of a company that used flexibility to enhance customer perception of value. By allowing the customers to configure their own personal computer systems, Dell gained a significant competitive advantage in its industry.
The dimension of **time** has always been an important success factor in project management. Time, in the form of project scheduling and in conjunction with cost and quality, represents the three most important constraints in projects. In event project management, such as the Olympic Games, the dimension of time is of overriding importance, as the whole world is watching and the games must start on schedule. In other project-oriented situations, however, cost or quality can be more important value drivers, and trade-offs in terms of time may have to be made in such projects. In any event, the ability to complete a project on time or ahead of schedule will certainly contribute to value in project supply chain management. In the retail industry, for instance, several time-based supply chain strategies such as continuous replenishment systems, quick response systems, and efficient consumer response evolved as a direct result of the value-adding nature of time.

**Quality**, in a project context, is defined as achieving the project objectives that are “fit for purpose.” *The Handbook of Project-based Management* states that, “Fit for purpose means that the facility, when commissioned, produces a product which solves the problem, or exploits the opportunity intended, or better. It works for the purpose for which it was intended.”

Project quality, simply defined, is that the project’s product meets or exceeds customer expectations. Quality has several dimensions. For example, a person wanting to buy a Steinway grand piano for a price of $25,000 is more likely interested in the performance dimension of quality, whereas a person who wants to buy a Baldwin vertical piano for $5000 is probably looking for a piano of consistent quality.

Understanding the level of quality a customer wants in a project, ensuring the functionality of the project’s product at that level of quality, and delivering the project at a reasonable price and time that will delight the customer should be the ultimate goal of every project manager. Meeting or exceeding the quality expectations of the customer adds value by fostering and sustaining customer loyalty and goodwill long after the project is completed.

Achieving this level of quality in projects, however, is easier said than done. It requires the total commitment to quality by every member of the total project supply chain, along with the integration of all quality management activities. A way to achieve this commitment is to adopt and integrate total quality management (TQM) in project supply chains.
10.7 OPTIMIZING VALUE IN PROJECT SUPPLY CHAINS

Setting up the optimal supply chain for any project-based organization is an intricate and multilayered challenge. The critical feature to keep in mind is that our goal is not some arbitrary or vague desire to “enhance” the supply chain; it is a direct effort to improve the value that our organization can derive from these external, but critical, linkages. Thus, there are several elements to increasing value in project supply chains identified below.

10.7.1 Total Quality Management

While this topic is covered much more thoroughly in Chapter 11, it does bear special mention here as part of the project supply chain management process. As defined by J. Rampey and Harry V. Roberts, “TQM is a holistic approach to continuously meeting customer needs and aims at continual increase in customer satisfaction at continually lower real cost. Total Quality is a total systems approach (not a separate area or program), and an integral part of high-level strategy. It works horizontally across functions and departments, involving all employees, top to bottom, and extends backwards and forwards to include the supply chain and customer chain.”

While this topic is covered much more thoroughly in Chapter 11, it does bear special mention here as part of the project supply chain management process. As defined by J. Rampey and Harry V. Roberts, “TQM is a holistic approach to continuously meeting customer needs and aims at continual increase in customer satisfaction at continually lower real cost. Total Quality is a total systems approach (not a separate area or program), and an integral part of high-level strategy. It works horizontally across functions and departments, involving all employees, top to bottom, and extends backwards and forwards to include the supply chain and customer chain.”

The integration of the project supply chain’s quality management activities through TQM is vital to complete a project in such a way that the multiple objectives of the customer can be met in terms cost, quality, time, and safety. The construction industry, for instance, is increasingly embracing TQM to solve its quality problems and ensure customer satisfaction. Quality assurance has always been difficult in this industry, as products are one-off, production processes are nonstandardized, and project design changes are frequent. Furthermore, the general contractor for a construction project is totally dependent on the goods and services of suppliers and other subcontractors to meet the quality requirements of the customer.

When quality management activities in a construction project supply chain are integrated through the application of TQM, general contractors, suppliers, and other subcontractors are able to improve their own quality performance, and can contribute toward optimizing customer value. For example, since the Shui On Construction Company in Hong Kong successfully adopted TQM in 1993, it has been known for its good performance
in building housing projects, and won the “Contractor of the Year” award three years in a row from 1995 to 1997.20

10.7.2 Choosing the Right Supply Chain

A fundamental prerequisite for value optimization in projects is the choice of the right supply chain for the project. More often than not, less-than-stellar supply chain performance is due to the mismatch between the nature of the product and the type of supply chain chosen to produce it.18 In the context of a project environment, this implies that first and foremost, the nature of the project should be clearly delineated—whether it is primarily functional or primarily innovative. The next step is to choose the right supply chain for this project that will directly contribute to its core competencies and provide a distinct competitive advantage. Without having the right supply chain that is best for a particular project, value optimization in projects cannot be achieved.

10.8 PROJECT SUPPLY CHAIN PROCESS FRAMEWORK

The rest of the discussion in this section is based on a simple framework of the project supply chain process that is presented in Figure 10.2. In this figure, the square box represents the procurement component of the chain. The oval box represents the conversion or fabrication phase of the project, where the product is created, and the rectangular box represents delivery of the completed project to the customer.

10.8.1 Procurement

Procurement involves all activities that are vital in acquiring goods or services that will enable an organization to produce the product or complete a project for its customer. The procurement portion of the project supply chain is typically long, and it is not uncommon to find

![Figure 10.2 Project supply chain process framework](image-url)
fifth- or even sixth-tier suppliers upstream. This is the area where the greatest opportunities for cost reduction and enhancing value of the total project supply chain exist.

The decision to buy goods or services from an outside vendor should be made only after a thorough “make or buy” analysis that determines whether producing a product or component in-house will directly contribute to the organization’s set of core competencies. If it will not, the product or components should be purchased from outside suppliers.

When the decision is made to “go outside,” procurement involves identifying and analyzing user requirements and type of purchase, selecting suppliers, negotiating contracts, acting as liaison between the supplier and the user, and evaluating and forging strategic alliances with suppliers. For many organizations, materials and components purchased from outside vendors represent a substantial portion of the cost of the end product. In fact, companies such as Boeing and Rolls-Royce typically incur 60 percent of their project cost and 70 percent of their lead time because of purchased materials.

In these situations, where effective procurement can significantly enhance an organization’s competitive advantage, managing suppliers and ensuring that parts and components of appropriate quality are delivered on time is a truly daunting challenge. Examples of project-based industries where this is particularly true include aerospace and construction.

In the aerospace industry, effective procurement strategies—including international sourcing, long-term supplier contracts, partnering with suppliers in project design, and risk and information sharing—can maximize a company’s purchasing power, contribute to its business success, and significantly enhance the value of its supply chain.

This was learned the hard way by Boeing in 1997, when the company attempted to double its production overnight to respond to an unprecedented demand for new airplanes—without realizing the impact the move would have on its supply chain. The move resulted in parts and worker shortages at the assembly stage that forced Boeing to close its 747 and 737 assembly lines, and the company was hit with a $1.6 billion loss. Four years later, Boeing began to revamp its supply chain process through the use of lean manufacturing techniques, and now requires tighter integration with suppliers and just-in-time delivery of parts.

On the other hand, an example of successful procurement strategies was that of Sikorsky Aircraft, which in 1993 adopted the method of
Supplier Kaizen. This method, described as “bringing the suppliers to the same level of operations as the parent company, through training and improvement projects, to ensure superior performance and nurture the trust that is required for strong partnerships,” yielded tremendous benefits to Sikorsky Aircraft. As a result of applying Supplier Kaizen to its procurement practices, the company achieved long-term commitments from suppliers to partner for future growth, declining prices, and shorter lead times.

In the construction industry, which as a whole is characterized by mutual distrust and antagonism within existing supply chain relationships, the key to future performance improvement is through the adoption of effective procurement strategies. These include supplier selection and partnering, e-procurement, and Supplier Kaizen.

In fact, a recent Hong Kong-based study of factors affecting the performance of construction industry has shown that the methods used for selecting the overall procurement system, contractors, and subcontractors are critical, and the use of information technology/information systems can facilitate appropriate selection through all stages of the construction supply chain.

In the context of supplier selection, the series of international standards on quality management and quality assurance developed by the International Organization for Standardization (ISO) and called ISO 9000 can be highly useful. For instance, companies that are ISO 9001 certified have demonstrated to an independent auditor that their systems and operations have met rigorous international standards for quality, and therefore can be included in lists of potential suppliers.

Supply Chain Relationships

Value optimization in projects cannot be achieved in the absence of close and trusting relationships among project participants. Building trust and integrating information systems among supply chain members can lead to the elimination of certain redundant processes and simplification of sourcing, negotiating, and contracting procedures. Planning efficiency and project performance will improve, because the availability of timely and accurate information puts suppliers in a better position to provide valuable input to project planning.

A recent study of two construction projects in the United Kingdom has shown that significant supply chain benefits and improvements can
be realized through close partnerships and involvement of suppliers and subcontractors very early on in the project.26 When all members of the supply chain are involved in translating the design concept into reality, they're better able to ensure that appropriate cost criteria are met. Suppliers, along with other partners, can be more innovative; problems can be resolved early, as there are more open channels of communication; and the end result will be a project that is completed on time, of higher quality, at a lower cost, and that provides clients with better value for their money. It is estimated that in the construction industry, supply chain partnering alone would lead to a 10 percent reduction in cost and time, similar increases in productivity and quality, and a 20 percent reduction in defects and accidents.27

Supplier Development

Supplier development is yet another strategy that can add value to the procurement phase of the project supply chain. General Electric Company, as part of their global sourcing initiative, has a program for supplier development in which GE personnel provide extensive training to vendors in improving their own operations. Vendors who attain to the level of quality and efficiency that GE requires are awarded long-term contracts.

In the final analysis, procurement in a project context requires extensive planning and coordination of project activities with suppliers. Strategies such as Supplier Kaizen, partnering based on trust, vendor development, information and risk sharing, long-term strategic alliances with suppliers, and integrating quality management activities of suppliers through TQM will significantly reduce procurement and inventory costs, shorten lead times, and improve quality of purchased materials, and enhance the value of the total project supply chain.

10.8.2 Conversion

The next phase of the project supply chain (shown in Figure 10.2) that requires attention for value optimization is the conversion, or fabrication, phase. This is the venue where the project's product is actually created, as in the case of new product development, creation of a new software package, or building an offshore oil-drilling vessel.26 To a large extent, the degree of successful value that can be achieved in this area is dictated by the efficiency and effectiveness of the procurement phase.
As in the case of procurement, the challenges encountered in this phase will depend on whether the project is relatively routine or highly complex. Regardless of the nature of the project, however, several strategies that have proven to be successful in the traditional manufacturing environment can be employed to enhance value in the conversion phase. For example, the application of lean manufacturing techniques can add value by eliminating waste and unnecessary inventories, and by shortening process lead times.

This is the strategy of Boeing Corporation, which is moving to thwart stiff competition from Airbus by employing lean manufacturing practices. Their goal is to create an innovative, company-wide implementation of gigantic, moving assembly lines in the commercial aircraft division—which is guaranteed to speed up production by 50 percent and increase profit margins to double-digit levels on commercial aircraft sales.  

10.8.3 Delivery

The final phase of the project supply chain process in Figure 10.2 is delivery of the completed project to the customer. Normally, the transfer of the completed project is relatively straightforward. In recent years, however, the project delivery process has undergone some significant changes, particularly in the case of clients from foreign countries. For example, in large plant-construction projects, some foreign countries require the project organization to operate the plant jointly with the foreign client for some extended period of time to mitigate potential start-up problems and reduce client risk. With clients becoming increasingly risk-averse, the willingness of the project organization to assume some additional risks is certain to add value and provide a distinct competitive advantage to the total project supply chain.

10.9 INTEGRATING THE SUPPLY CHAIN

The obvious key to value optimization in projects is the total integration of various components of the project supply chain. Several strategies can be implemented to achieve this goal. First, as shown by a recent study of two demonstration projects in the United Kingdom, the development of “work clusters” and the application of concurrent engineering principles can lead to project supply chain integration, which in turn can improve value, eliminate inefficiencies, and reduce project costs.
Second, project supply chain integration can be achieved through collaboration and standardization of business processes among project supply chain partners. Such collaboration, however, requires an understanding and management of the differences and interests of all project supply chain members to create a common vision and work culture.32

Third, accelerating information velocity by building an Internet-based supplier network for procurement purposes can further facilitate collaboration and integration in project supply chains.33 Building such a network also presupposes the presence of a viable IT/IS infrastructure among project supply chain members. For example, the Joint Strike Fighter project discussed earlier in this chapter will require that the various organizations involved in design, engineering, manufacturing, logistics, finance, etc. collaborate over the Internet to meet the stringent cost, quality, and time requirements set by their customer, the Pentagon.

Fourth, project supply chain integration and the resulting value optimization require that supply chain partners change traditional thinking and practices. Effecting such a change requires the commitment and involvement of the people in each organization in the project supply chain, and should begin with the senior management of each partner. Ultimately, it is the responsibility of senior managers to prepare their organization for change, to overcome cultural and organizational barriers to change, and to achieve cross-functional and cross-business unit cooperation.34 Without this, project supply chain integration and value optimization cannot be achieved.

In addition to these strategic initiatives, the following practical steps can be undertaken to add value to a project35:

1. Flowchart the project supply chain processes before the project is initiated—This process will show the various links or steps involved in completing the project, and each step will potentially have a customer and a supplier. The flowchart can identify potential areas of redundancies, waste, or other non-value-adding activities in the chain, and can facilitate the use of lean management initiatives to eliminate them.

2. Standardize processes—Standardization of processes throughout the project supply chain by the use of methods such as simultaneous design, concurrent engineering, lean manufacturing, mistake proofing, total productivity maintenance, and collaborative teamwork will ensure consistency.
3. **Control process variation**—It is essential that processes across the total project supply chain are monitored and controlled for variation, including lead times, quality in materials, and production processes. Once the supply chain processes are stabilized, they can be improved.

4. **Prequalify suppliers through supplier certification**—Ensure that suppliers in each link of the project supply chain process are QS-9000 or ISO 9001 certified. This certification guarantees a pool of quality suppliers.

5. **Audit project supply chain processes and take corrective and preventive actions**—Processes should be audited periodically for improvement and risk identification. Corrective action should be taken to eliminate the root causes of nonconformance and deficiencies that were uncovered through the audit, while preventive action will ensure that these problems do not reoccur.

6. **Measure project supply chain performance**—Without the availability of specific quantifiable performance metrics, project supply chain performance in terms of both efficiency and customer satisfaction cannot be gauged. For this reason, performance metrics should be developed and used, and competitive benchmarking should be performed. These tools will convey immediately how the project supply chain has been performing over time or in comparison with best-in-class competitors.

10.10 PERFORMANCE METRICS IN PROJECT SUPPLY CHAIN MANAGEMENT

Measuring project supply chain performance is a complex and challenging endeavor. Appropriate, meaningful metrics should be carefully developed at the planning stage, when the total project supply chain is being designed, and all members of the project supply chain should be involved. This will require reconciling differences and reaching consensus regarding appropriate metrics to measure success, as compared to best-in-class competitors. While there are a number of ways to classify performance metrics, we will examine project supply chain performance using the project process value drivers of time, cost, quality, and flexibility. These performance metrics categories are presented in Table 10.2.36

Time—in particular, project completion time—has always been considered an important measure of project performance. However, this metric
### Table 10.2 Project supply chain performance metrics categories

<table>
<thead>
<tr>
<th>Performance category</th>
<th>Performance issues</th>
</tr>
</thead>
</table>
| **Time**             | 1. Was the project completed and delivered on time?  
                       | 2. What is the potential variability in project completion times?  
                       | 3. Was the completed project operationalized on time to the satisfaction of the customer?  
                       | 4. Were the purchased materials and manufactured components delivered on time by upstream suppliers?  
                       | 5. What is the potential variability in procurement lead times?  |
| **Cost**             | 1. Was the completed project within budget for each of the project supply chain members?  
                       | 2. What was the total project supply chain cost?  
                       | - Procurement cost of purchased materials  
                       | - Manufacturing cost  
                       | - Inventory-related cost  
                       | - Transportation cost  
                       | - Project acceleration costs  
                       | - Cost of liquidated damages  
                       | - Other relevant costs: administrative, etc.  |
| **Quality**          | 1. Did the project meet the technical specifications and does it provide the functionality desired by the customer?  
                       | 2. Was the customer satisfied with the service provided during start-up, implementation, and final project transfer?  
                       | 3. Were the purchased raw materials and manufactured components defect-free?  
                       | 4. Was the completed project’s product reliable and durable during its life cycle?  |
| **Flexibility**      | 1. Was the customer accorded reasonable freedom within a reasonable timeframe to make changes to the project scope, design, or specifications?  
                       | 2. Were upstream suppliers responsive to the reasonable needs of their downstream partners in terms of delivery time and quality issues?  |
should also capture other elements of time, such as operational and start-up times, and procurement and manufacturing lead times. Furthermore, for routine projects, the potential variability in these times should also be measured to track consistency and reliability of the project supply chain. For example, assume that, historically, the estimated completion time for routine construction projects has been 36 weeks. How frequently the project supply chain achieves this completion time is an indicator of consistency and reliability, and can provide important insights for future supply chain improvements.

Some of the cost metrics noted in Table 10.2 are fairly straightforward. The important caveat here is that the emphasis should be on the cost incurred for the total project supply chain, and not just the cost incurred by the project organization. The total project supply chain cost is multidimensional and includes several elements, such as procurement and manufacturing cost of materials and goods, inventory costs, and so forth. Focusing on the total cost incurred will enable project participants to identify inefficiencies in the supply chain and facilitate coordination to devise ways to eliminate them. The ultimate goal is to optimize value by reducing waste and unnecessary cost throughout the supply chain.

Like cost, the quality metric also has several dimensions. In a project context, the most obvious ones are the dimensions of performance—that is, the functionality of the project’s product and conformance to design or technical specifications. In addition to these dimensions, the level of service provided to the customer during the start-up and implementation phase and throughout the project’s life cycle are also important quality measures. Ultimately, it is the customer’s perception of quality that matters, and the response of the project supply chain to meet this value perception should be the focus of this metric.

The last project supply chain performance metric category is flexibility. This metric measures the willingness and ability of the project supply chain to respond to reasonable changes in scope or design requested by the customer. Building an effective configuration and change control system that spans the total project supply chain can help achieve such flexibility and provide a distinct competitive edge to the value chain.
Project supply chain metrics span the entire supply chain, with specific focus on common processes, and should capture all aspects of supply chain performance. The SCOR model developed by the Supply Chain Council (SCC) provides the framework to track such performance, and has been the basis for supply chain improvement for both global and site-specific projects.\(^3^7\) By integrating the well-known concepts of business process reengineering, benchmarking, and process measurement, the SCOR model provides a cross-functional framework for improving supply chain performance. It spans all aspects and interactions of the supply chain, from the customer’s customer all the way back to the supplier’s supplier. According to *The Management of Business Logistics: A Supply Chain Perspective*, “The SCOR model provides standard descriptions of relevant management processes; a framework of the relationships among the standard processes; standard process performance metrics; and standard alignment to features and functionality. The ultimate aim is to produce best-in-class supply chain performance.”\(^3^8\) The model uses five key aspects of a supply chain—plan, source, make, deliver, and return—as building blocks to describe any supply chain. The SCOR model can be adapted to describe a project supply chain, as shown in Figure 10.3.

In a project supply chain context, the process outlined in Figure 10.3 encompasses all aspects of planning in an overall project supply chain.
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plan, including the integration of the individual plans of all supply chain members.

- The **planning** phase essentially involves understanding customer needs and project scope; determining the best course of action to meet the sourcing, producing, and delivery requirements of the project; and developing the criteria to evaluate total project supply chain performance.
- The **sourcing** phase focuses on all processes related to procurement, such as identifying, selecting, and qualifying suppliers, negotiating contracts, managing inventory, and so on.
- The “**make**” process encompasses all aspects of creating the project’s product, such as design, testing, building, and completing the project. It also includes systems and processes for quality and change control and performance reporting.
- The **delivery** process covers all aspects related to the final transfer of the completed project to the customer, including installation, start-up, etc. to the satisfaction of the customer.
- The **return** phase encompasses activities that can range from addressing problems associated with the completed project’s functionality at the customer site to return of raw materials to the vendor.

The SCOR model for a project supply chain is composed of three levels. At the top level, the scope and content of the model is defined, and performance targets based on best-in-class competition are established. The next level focuses on the configuration of project’s supply chain, and the last level includes process elements such as performance metrics, systems and tools, best practices, and the system capabilities to support them. Because the SCOR model is based on standard processes and standard language, meaningful performance metrics for the project supply chain can be developed.

10.12 FUTURE ISSUES IN PROJECT SUPPLY CHAIN MANAGEMENT

Project supply chains in the twenty-first century will encounter a number of challenges, as well as opportunities for improvement. First, the availability and power of information technology will drastically
transform project supply chains, facilitating virtual integration and providing the benefits that accrue from tight coordination, partnering, quick and efficient communication, focus, and specialization. At the same time, the Internet and related e-commerce technologies can be exploited to overcome major systemic constraints. The challenge will be to create and build a boundary-spanning information infrastructure that enables quick and efficient information sharing and communication.

Second, the trend toward globalization in project supply chain management will accelerate, as it has the potential to provide significant cost advantages. One example of this is Boeing Corporation, which has partnered with European suppliers to procure higher-level assemblies as part of an initiative to reduce the number parts handled in its production lines.39

Finally, businesses are becoming increasingly concerned about the environment and are undertaking environmental projects to reduce costs, reduce pollution and hazardous materials, improve manufacturing performance and quality, improve relationships with external stakeholders, and proactively deal with environmental regulations. This trend toward environmental friendliness will require supply chains to address issues like recycling, reuse, asset recovery, minimization of waste, and handling and disposal of hazardous materials.40

To effectively respond to these challenges and exploit the opportunities, project supply chains need to adopt a comprehensive and integrated supply chain perspective, which will significantly enhance their value and create a distinct competitive advantage.
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In terms of enhancing value in projects, cost, time, and quality are the three key criteria. However, the term “quality” can mean different things to different stakeholders, and there is no single definition that is universally applicable. This is also true in a project environment. Because project managers and other project stakeholders are uncertain about what constitutes quality in a project context, there is greater uncertainty among them when asked about the process required to manage quality. Many project participants refer to a project’s functionality and performance as the key dimensions of quality. While these definitions are certainly valid, they are also narrow. When other factors are considered, including the service expected by the customer during and after installation, the ease of use of the project’s facility, and so on, a much broader definition of quality is warranted.

In this chapter, we take this expanded view of quality and examine the various elements of managing quality in a project environment. We also take an in-depth look at the concept of total quality management, as well as quality management methods for a project organization. Finally, we examine the Six Sigma model for projects, including its practical application.

11.1 DEFINITION OF QUALITY IN PROJECTS

Managing quality in projects must be addressed from two different perspectives: the quality of the product of the project, and the project quality management process. Issues associated with product quality, such as quality metrics and required tools and techniques, are very specific to the
nature of the product. For example, the quality issues to be addressed and approaches to be used in building a convention center will be significantly different from those of manufacturing a jet engine. On the other hand, the project quality management process is applicable to a whole spectrum of projects, with wide variation in the nature of the product from project to project. It includes all necessary activities undertaken by the project organization to ensure that the needs of the project and the purpose for which it was initiated are fully met, such as determining quality policies, objectives, and responsibilities.¹

The project quality management process facilitates the implementation of a quality management system through policies, procedures, and the subprocesses of quality planning, quality assurance, and quality

---

**Figure 11.1** Project quality management overview²
control. An overview of the project management process is presented in Figure 11.1, while the various inputs, outputs, and subprocesses that constitute the overall project quality management process are presented in the form of a process flow diagram in Figure 11.2.²

11.2 ELEMENTS OF PROJECT QUALITY

There are six elements that impact project quality: the project’s product (outcome), management processes, quality planning, quality assurance, quality control, and corporate culture. In the following section, each of these is discussed in detail.
11.2.1 The Project’s Product

The project’s product is expected to solve the customer’s problem, provide required functionality, and generate revenue for the project sponsor. For these reasons, the quality of the end product is a vital determinant of overall project quality. Broadly defined, product quality in a project context refers to the ability of the project’s facility or product to meet or exceed customer expectations. In a project environment, there is often a gap between the customer’s definition of project quality and the project organization, project manager, and project team’s definition of product quality. This is because the focus of the project team is often on designing functionality, and determining whether or not that functionality is met when the project is commissioned. The customers’ view of project quality centers around problems that they want solved through the project, which eventually constitute their requirements. The task of the project organization is to translate these requirements into design specifications and deliver the project in accordance with them.

Assuming that all of the necessary steps required to translate customer requirements into design specifications have been taken, and that no mistakes have been made in the project’s construction, delivery, or installation, the project will fit the purpose for which it is intended. While this sounds simple enough, it is easier said than done. The reason why it is difficult to bridge the gap between quality expectations is because all the necessary steps required to translate customer requirements are often not taken, and mistakes are made. In addition, the customer is often not sure of what the exact requirements are—which makes it very difficult to translate them into design specifications. Consequently, it is unlikely that the project’s facility or product will solve the customer’s problem or be fit for its purpose, let alone provide customer satisfaction.

For these reasons, the appropriate definition of project quality originates from the customer; in other words, “the project’s product or facility is fit for its intended purpose, solves the customer’s problems, and its performance satisfies or exceeds customer expectations.” This definition implies that the customer’s requirements definition (scope) and subsequent design specifications can be imperfect, and will need refinement.

Imperfect requirement definitions lead to inevitable scope changes, which in turn lead to subsequent changes to design specifications. This is often the biggest source of conflict between the customer and the project sponsor, because the sponsor is often reluctant to change design
specifications after time, effort, and money have already been expended. However, if the specifications are imperfect, the project’s product will not fit the purpose for which it is intended, and should be changed.

While changes to specifications may become necessary, they should be infrequent, should be used sparingly, and should be managed in a formal manner using the configuration management system discussed in Chapter 8. As noted in Figure 11.1, issues such as proper scope definition and managing scope changes fall under the purview of the project quality management process.

The ultimate quality of the product delivered begins with the quality of design, or the designers’ intention to include or exclude certain features of the project’s product. The decision on quality of design is the result of a collaborative effort between the customer and the project design team. The emphasis is to ensure that all of the features required to provide the desired functionality of the product are incorporated. The design decision should also factor into account the operational capabilities of the project organization, costs, and safety and liability issues—both during the project development stage, and after delivery of the completed project.

It should be noted that a poor initial design can create considerable problems during the project development phase, including difficulty in acquiring required materials, or inability to meet specifications or follow procedures. Ultimately, poor quality of design will result in project cost overruns and lower project value. One approach that project designers can use is quality engineering, which originated in the late 1980s by Japanese engineer Genichi Taguchi. While a detailed discussion of the quality engineering approach is beyond the scope of this book, the next section provides a brief overview.

Quality Engineering
The quality engineering approach involves a combination of engineering and statistical methods that can reduce costs and improve product quality by optimizing the design of a product and its production processes. Taguchi argued that the quality of a product should not be perceived as whether or not it is within or outside of specifications; instead, it should viewed in terms of variation from the quality characteristic’s target value. Any variation from this target value is a loss in quality, with associated costs that are undesirable and unwelcome. In addition, Taguchi believed that managers should actively seek ways to reduce all variations from
the target value, instead of being satisfied when a product’s quality characteristic value is within specified limits.

Taguchi devised a mathematical formula known as the quality loss function for determining the costs associated with poor quality. He contended that when the product’s quality characteristic is exactly on the target value, the quality loss function has a value of zero. The value of this loss function increases exponentially as the value of the quality characteristic of the product approaches the specification or tolerance limits. Clearly, when the quality of a product barely conforms to specifications, it is defective, especially when compared to one whose quality characteristic value is right on target. A schematic representation of Taguchi’s quality loss function is presented in Figure 11.3.

The approach recommended by Taguchi for the quality of product design is a two-step process: a robust design technique, followed by tolerance design. The robust design technique attempts to reduce variation in a product. Instead of controlling the sources of variation, robust design attempts to reduce the design’s sensitivity to those sources of variation. The focus of tolerance design, on the other hand, is to determine the extent of variation that is allowable in both the design and noise factors. The outcomes of this method are tolerances that minimize the manufacturing and lifetime costs associated with product. The rationale of this
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approach is to arrive at tolerance or specification limits as identified by parameter design, and not by convention.

The operational steps for determining a robust design require the use of the statistical methodology of experimental design, and involve the following steps:

1. State the problem and the objectives.
   - It is important that problem definition and determination of objectives are the results of a team effort, where all interested parties are included.

2. Identify control parameters, and list responses and sources of noise.
   - Control parameters (also called design parameters) that identify the product features and their nominal or target settings can be specified by the product designers.
   - The outcome of this step is a parameter diagram (P-diagram), and is a prerequisite for every development project as it clearly defines the scope of development.

3. Design the experiment.
4. Run the experiment and predict improved parameter settings.
5. Run a confirmation experiment.
6. If the objective is not met, then go back to step 2 and repeat the process. Otherwise, the improved design can be adopted.

With the robust and improved parameter design in place, the next step is to allow deviations of the parameters from the nominal or target values. This requires a trade-off between the added costs of tighter tolerances and the benefits to the customer. The end result of this step is the tolerance design with lower and upper specification limits. The advantage of this approach of determining parameter design followed by tolerance design is that high-quality, successful products can be produced at low cost.

While a detailed discussion of Taguchi’s loss function and his robust design methodology requires some expertise in the statistical methodology of design of experiments, the methodology is relevant and applicable to a project environment. The following are case study examples of the application of Taguchi’s robust design methodology in a project environment.
Example 1. Robust Ground-to-Air Communication Receiver
A critical component of the ground-to-air communication receivers used in aircraft is the FM demodulator. The objective of the design of the demodulator is to minimize the bit error rate (BER). The key underlying concept of demodulation is the conversion of a received radio frequency signal to baseband signal, sampling it at the midpoints of the bits, and then, using a threshold voltage value, the bit needs to be identified as 0 or 1. Efforts expended by focusing on this main concept can save considerable design time and cost. The use of Taguchi’s robust design methodology enabled designers to arrive at an optimum design for the FM demodulator that reduced the bit error rate (BER) by 37 percent.

Example 2. Robust Paper Feeder Design
One of the problems that Kodak’s copy machine manufacturing division had to contend with was improving the reliability of its paper feeder. The objective was to reduce the mean time between failures from 2500 sheets to 40,000 sheets. Instead of using the more expensive and time-consuming traditional method, which required feeding tens of thousands of sheets to determine the failure rate, the quality design team used the robust design methodology.

This approach provided a drastic improvement in the method of observing failures by focusing on the time needed for a sheet of paper to arrive at a sensor after the command was issued. Arrival time was affected by several noise factors, such as the weight of the paper, smoothness, and humidity—and if the paper hit the sensor outside of the design window, the result was feeding failure. To cause fewer failures, an improved design that reduced variation in arrival time was needed. The design team needed new instrumentation for measuring arrival time. Completion of this project using the traditional approach would have taken months. However, through the use of the robust design methodology, the design team completed the project in a fraction of that time and at a much lower cost.

These two short examples illustrate the superiority of Taguchi’s robust design methodology when compared to traditional design methods. It has the clear advantage of reducing product development cycle time at
much lower cost, while achieving the technological limits of the design concept. The end result is that the product has high reliability from its introduction, which, in turn, translates into the creation of value and higher profits.

11.2.2 Management Processes

The second determinant of overall project quality is the management processes used in the project. These processes typically include project start-up, coordination, control, and close out. To ensure the quality of management processes, standard procedures and guidelines must be followed. Furthermore, the standard procedures used by the project firm should be flexible enough so that they can be adapted to meet the requirements of individual projects. There should also be a mechanism through which management processes can be monitored, so that appropriate corrective actions can be taken if the processes used do not meet the required standards of quality. Finally, the personnel who are responsible for managing processes should be qualified and well trained.

11.2.3 Quality Planning

This phase of quality management is concerned with identifying the quality standards relevant to a particular project, and the associated planning necessary to meet those standards. Quality planning should be performed concurrently with other project planning processes during the development of the overall project management plan. This is because changes to the product that may be required to meet identified product standards can cause ripple effects with other aspects of the project management plan, such as cost and/or schedule adjustments. It also likely that the product quality desired as result of quality planning may necessitate a detailed risk analysis of an identified problem.8

The input, tools and techniques, and output of the quality planning process are presented in Figure 11.2. One of the key inputs is the project scope statement, which clearly identifies major deliverables, project objectives, performance requirements, technical issues, and any constraints such as costs, schedules, or resources. All of these elements can affect quality planning, and, therefore, the costs associated with project quality.
Most of the tools and techniques that are used for quality planning in the traditional manufacturing environment can also be used for projects. During the earlier discussion on Taguchi’s robust design, we noted the use of the statistical method of design of experiments (DOE). Because this methodology is an extensively used quality planning technique, a brief overview appears below.

The statistical methodology of DOE is used to identify specific factors or variables that have an influence both in the development stages of a product or process, and during production. It helps to reduce the sensitivity of the performance of the product to sources of variation caused by noise factors, such as environmental or manufacturing differences.

The key advantage of using DOE is that it provides a statistical framework for simultaneously changing all of the important factors that have a direct influence on product performance, as opposed to making one change at a time. Through the analysis of experimental data, the methodology identifies the key factors that influence results, as well as the interactions and synergies among them, thereby facilitating the identification of the optimal conditions for product or process performance.\textsuperscript{9} In the context of a project environment, DOE can be very useful, particularly during the design stages of a project’s product. Readers interested in learning more about this methodology should refer to an advanced text in statistics.

Among the outputs from the quality planning process listed in Figure 11.2, the most important one is the quality management plan. It serves as an input to the overall project management plan, and provides the basis for other project quality-related issues, such as quality control, quality assurance, and continuous improvement.

11.2.4 Quality Assurance (QA)

Project quality assurance ensures that all processes involved in creating and delivering the product—such as design, engineering, implementation, and testing—are done right the first time. It also ensures that all project management processes are correctly followed from the outset, and that the best results in terms of project cost, time, and quality will be achieved. In addition, QA provides the impetus for continuous process improvement, an iterative framework for quality improvement at all levels that reduces waste and other non-value-adding activities.
11.2.5 Quality Control

Quality control is a process by which outputs are monitored to see if they conform to design specifications. However, unlike a typical manufacturing process where outputs can be repeatedly monitored, a project consists of only one product, with no margin for error. Consequently, the emphasis of quality control in a project is to ensure that output from every project process from the very outset is defect-free. In this way, the focus of quality is more on quality assurance—in other words, doing everything right the first time—rather than on quality control.

There are, however, several basic tools and techniques that can be used for quality control, including cause-and-effect diagrams, control charts, flowcharts, histograms, Pareto charts, run charts, and scatter diagrams. These tools, which are extensively used in traditional manufacturing environments, can also be used in a project context. Interested readers can find a wealth of information on these techniques in any statistical quality control text.

11.2.6 Corporate Culture

To achieve the highest level of quality in a project, a quality culture should pervade the entire project organization. In everything they do, every employee should focus on doing it right the first time, and making quality the primary emphasis of their job. To achieve this quality culture, the impetus should come from top management; in fact, the CEO of the project organization should assume the role of “Quality Champion.” In addition, every employee should receive adequate training on quality methods, and should be given the responsibility for achieving and managing the quality of their tasks.

11.3 TOTAL QUALITY MANAGEMENT (TQM) IN PROJECTS

From a quality perspective, projects have very little margin of error. The entire thrust, in terms of quality, is doing everything right the first time. To achieve this goal, project organizations should embrace TQM. Total quality management is not a technique, but instead is a philosophy that involves the quest for quality by everyone in an organization. Total quality management is based on the following key principles, which should be
adopted by any project organization that wishes to improve the quality of projects that it sponsors.

1. *Customer satisfaction*—In a project context, this involves satisfying the requirements and expectations of both external and internal customers (employees of the project organization).

2. *Continuous improvement*—This element of TQM emphasizes that improving the process of converting inputs to outputs in a project, as well as improvements to all associated procedures, is never ending. It covers all of the equipment used, procedures, methods, and employees of the project organization.

3. *Competitive benchmarking*—As a quality management tool, benchmarking involves learning from the practices, processes, and quality improvement methods of best-in-class competitors. To use the benchmarking tool, the project organization should first clearly understand and document the details of its own processes. The second step is to understand the processes and the best practices of companies that are known for their quality excellence, and to compare their performance with that of the project organization. From the lessons learned, the project organization should take necessary steps to close any performance gaps.

4. *Empowering employees*—This element of TQM advocates giving project organization employees the authority and responsibility for initiating and implementing quality improvement programs on their own. Such empowerment not only places the responsibility for achieving quality with those who are best qualified, but also serves as a strong motivating factor. However, continuous improvements in quality can be achieved only if all employees are provided with opportunities to enhance their skills and competencies. For this reason, employees must be educated and trained in quality improvement methods before they are empowered. In addition, they must be provided and familiarized with the proper tools, standards, policies, and procedures.

5. *Team orientation*—The use of teams and teamwork fosters cooperation and promotes synergy and a sense of shared values among the employees of the project organization.

6. *Decisions based on actual data*—The project organization collects and analyzes data, and decisions on quality improvements are based on the results of this data analysis. Consequently, decisions
made are based on pure facts, rather than opinions. A number of both quantitative and qualitative tools can be used for data analysis. Some of the quantitative tools used include statistical process control charts, cause-and-effect diagrams, and Pareto charts. In addition, some of the qualitative methods used include audits, reviews, and benchmarking.

7. Supplier involvement—Total quality management transcends organizational boundaries. If a project firm treats suppliers as long-term partners in the quality improvement process, its suppliers have a vital stake in providing quality raw materials and services. This kind of supplier involvement will also reduce the frequency and need to conduct quality inspections for inputs like raw materials and components.

11.4 QUALITY MANAGEMENT METHODS FOR A PROJECT ORGANIZATION

The following quality management methods are available for project organizations that have embraced the philosophy of TQM and continuous improvement.¹⁰

- **Certification**—Certification is a process by which an independent, neutral third party certifies that the product of a company and the processes used by it to produce that product meet acceptable standards. The International Standards Organization (ISO) is one such body. ISO is a network composed of National Standards Institutes from over 147 countries. Its purpose is to promote worldwide standards for improvements in quality, operating efficiency, productivity, and cost reduction. It works in close collaboration with many international organizations, governments, industries, and consumer representatives. The obvious advantage of ISO certification is that companies find it easier to conduct business worldwide.

The ISO 10006:2003, titled “Quality Management Systems: Guidelines for Quality Management in Projects” is the new series of international standards for projects and programs. These standards provide structured, step-by-step guidelines for optimal management of all processes for any type of project. For project organizations without a quality management system in place, the ISO 10006 certification and registration process will be extremely beneficial. In
addition to ISO, other relevant certifying bodies for project organizations include Prince 2, MSP, IPMA, and PMI.

- **Accreditation**—Accreditation is an external evaluation of an organization’s products, processes, and systems based on widely accepted standards and criteria, and is most frequently used in the education and healthcare sectors. Its main purpose is consumer protection. In a project management context, the degree and nondegree programs of the Project Management Institute (PMI) are accredited by the Global Accreditation Center for Project Management.

- **Quality award models**—In various countries, a number of quality awards are presented to companies that have achieved outstanding quality improvements. Some of these awards include the Malcolm Baldrige Award in the United States, the Deming Prize in Japan, the European Quality Award, and the International Project Management Award. These awards are based on quality and other established criteria in areas such as leadership, strategic planning, customer and market focus, information and analysis, human resource focus, and process management business results.

  Companies that win quality awards demonstrate excellence in each of these areas. For example, the International Project Management Award, which is based on the project excellence model developed by the German Project Management Association (www.gpm-ipma.de), uses nine assessment criteria divided into two categories and applies to any type of project. Project organizations that wish initiate quality improvement programs can use this model, which appears in Table 11.1.

- **Benchmarking**—We have already discussed benchmarking as a quality tool in the context of TQM. While a variety of benchmarking

<table>
<thead>
<tr>
<th>Table 11.1</th>
<th>Assessment criteria for project excellence award (1000 Points)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Project management (500 points)</strong></td>
<td><strong>Project results (500 points)</strong></td>
</tr>
<tr>
<td>Project objectives (140 points)</td>
<td>Customer results (180 points)</td>
</tr>
<tr>
<td>Leadership (80 points)</td>
<td>People results (80 points)</td>
</tr>
<tr>
<td>People focus (70 points)</td>
<td>Other stakeholders results (80 points)</td>
</tr>
<tr>
<td>Resources utilization (70 points)</td>
<td>Key performance and project results (180 points)</td>
</tr>
<tr>
<td>Processes content and management (140 points)</td>
<td></td>
</tr>
</tbody>
</table>
models are available, project management maturity models are the ones that are most frequently used in project organizations. More information about one of these models, the Berkeley Project Management Process Maturity Model, is available from Ibbs and Kwak.\textsuperscript{12}

- **Audits and Reviews**—An audit is a process of systematic evaluation that can be used to ensure project quality. It is based on criteria that are composed of policies, procedures, and requirements. From the perspective of quality, an audit can uncover performance gaps that can lead to corrective action and subsequent quality improvements.

  For project organizations, the criteria used for an audit depends on the particular project management approach used. Among the variety of methods used in a project management audit are

  - **Document analysis**—involves analysis of documents such as the WBS, milestone charts, bar charts, project progress reports, etc., to determine the project management competence of the organization.
  - **Interviews**—these follow document analysis and are conducted to uncover detailed information. Interviews should be conducted not only with the members of the project team, but also with customers and suppliers to gather different perspectives of problems and performance in terms of quality.
  - **Observation**—auditors gather additional information by observing the day-to-day activities of the project organization.
  - **Self-assessment**—involves individual self-evaluation of project management competence by members of the project organization.

From the point of view of quality management, the purpose of these project management audit methods is to identify shortcomings, so that corrective actions can be taken to improve quality. Reviews are similar to audits, but less formal.

### 11.4.1 The Six Sigma Methodology

The Six Sigma methodology, which helps to greatly reduce errors and defects in products, processes, and even services, originated as a process and quality improvement initiative at Motorola Corporation. Due to the unprecedented quality improvements that Motorola achieved, this methodology became very popular, and was adopted by other industries all over the world. At this level of quality performance, only 3.4 defects occur per million opportunities over the long term.
Six Sigma can be defined in a variety of ways. In a focused context, it involves the rigorous application of both statistical and nonstatistical methods to reduce the amount of variation in any given process, which implies greater efficiency and lower costs. The application of the methodology in a broader context can be described as a proactive management philosophy aimed at problem solving and performance improvement through the elimination of waste and non-value-adding activities throughout the organization. The expected benefits of its use in this context are reduced costs and increased customer satisfaction, as well as the creation of value.

11.4.2 The Six Sigma Model for Projects

Regardless of how Six Sigma is defined, it can be readily adopted to a project environment and applied to projects that require incremental improvements, as well as to those that require significant changes. The procedure comprises steps and is presented in Figure 11.4. A brief description of each of the steps presented in the Six Sigma model is given below.13 In a project context, however, note that the specific details in each of these steps will vary from project to project.
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• Define—Determine the quality characteristics of the output from the project’s process that are critical to customer satisfaction. Identify any mismatch between these characteristics and the operating capabilities of the project’s process. Document the existing process using a flow chart or process chart. If appropriate, redefine new performance objectives.

• Measure—Determine in quantifiable terms the work of the project’s process. Determine what to measure, sources of data, and a data collection plan.

• Analyze—Use the appropriate quality planning or quality control tools and techniques to analyze the data collected. Determine what improvements are necessary, or whether a major redesign is required.

• Improve—Based on the new performance objectives defined, modify or redesign existing methods and implement the changes.

• Control—Monitor the project process to ensure that required performance levels are maintained.

11.4.3 Application of Six Sigma in Software Project Management

This example was adapted from “Reinforcing Six Sigma in Project Management,” by Mahesh Chinnagiri.14

1. Define

• Objective: Design a defect prevention system through the enhancement of intrinsic capabilities of various software processes.

2. Measure

• Classify the various software projects into different groups.
• Conduct a failure mode and effects analysis (FMEA) for each group of projects.
• Identify the weak areas from the above FMEA analysis.

3. Analysis

• Conduct a fault tree analysis (FTA) pertaining to the failure modes that have the greatest impact on the system as whole.
• Analyze the occurrence paths, causes, and probabilities.
• Determine the phases that require further analysis.
• Determine and establish optimal conditions and standards for various stages in the development process for each of the above identified phases to ensure defect prevention.
• Select a sample of completed projects from each group and analyze actual conditions.
• Compare the two previous steps and determine deviations.

4. Improve

• Implement the necessary corrective measures or improvement for each deviation.
• Using appropriate statistical tools such as quality function deployment (QFD), design of experiments, etc., institute the operating standards and preventive procedures to maintain the optimal performance condition.

5. Control

• Validate the new system and monitor the system for improved performance.

11.5 QUALITY STANDARDS FOR PROJECTS

No quality improvement program will have any meaning without adequate standards for comparison. In a project environment, standards can be either generic (applicable to all types of projects) or specific (relevant to a specific type of project). In addition, other types of standards that may be relevant to quality management in project organizations include the following:

• Product standards—Standards relating to the required functionality of the product and design.
• Project standards—Standard procedures relating to the content and management processes to be used; varies from project to project.
• Project management standards—Guidelines for the different management approaches that can be used to ensure project quality. Prince 2 and PMI's PMBOK are examples of generic project management standards.
• Other standards—In addition to the above standards, a project organization may have other standards for procurement, health and safety regulations, etc.

The issue of quality management in projects is one that is not sufficiently addressed in the project management literature. Indeed, many organizations have tended to view the drives for quality and the initiatives to improve project management performance as two different strategic thrusts rather than recognizing the natural complementarity that exists between these activities. There is no question that managing projects for value must contain a strong emphasis on identifying and improving quality management, as quality has direct impact on our organizations’ bottom lines and customer satisfaction. Put in this perspective, developing a systematic process for enhancing quality in our projects is simply a natural offshoot from any desire to enhance project value.
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Chapter 12

Integrating Cost and Value in Projects

It should be evident from the content of the preceding eleven chapters that achieving project success hinges on effectively managing both project costs and value. The discussions in these chapters, however, focused on the various issues and approaches to individually managing these two critical project success factors. In this chapter, our goal is to unify the concepts and processes of project cost and value management so that these two vital decision areas can be treated as an integrated whole.

We begin our discussion with the concept of a project value chain, which demonstrates the inseparable and interwoven nature of project costs and value. In subsequent sections of this chapter, we present various approaches to simultaneously managing cost and value to achieve project success.

12.1 THE PROJECT VALUE CHAIN

The concept of “value chain” was first articulated by Michael Porter.\(^1\) The essence of Porter’s value chain concept is that an organization needs to manage a set of basic activities to create value that in monetary terms is greater than the cost of providing the organization’s product or service. The end result of effectively managing these activities is that the organization generates a profit margin and sustains its competitive advantage in the marketplace. Figure 12.1 presents the basic model of Porter’s value chain.

In Porter’s value chain model, there are two distinct sets of activities: primary activities and support activities. In a typical organization, primary activities are directly responsible for creating or delivering the
product or service. They comprise inbound logistics, operations, outbound logistics, marketing and sales, and service. The support activities that are linked to each of these primary activities help to improve their effectiveness or efficiency. Support activities can be grouped into procurement, technology development (including R&D), human resource management, and infrastructure (systems for planning, finance, quality, information management, etc.).

Value chain analysis evaluates the value that each particular activity adds to the organization’s products or services. The goal is to make it possible to produce a product or service that delivers the value customers want, and for which they are willing to pay a price. Porter contends that the ability to perform these specific activities and to manage the linkages between them is a source of value and competitive advantage to the firm.²

Project value chain analysis provides an entirely different perspective on what constitutes project success. While the traditional measures of project success, such as schedule, cost, and technical validity, are still relevant, project value is much more than these internal measures, and ultimately it is the customer who determines that value. In project management, the adoption of the value chain concept offers considerable potential for ensuring that projects meet the unique needs of customers.

A basic model of the project value chain is presented in Figure 12.2. It is similar to Porter’s value chain model in that the project value chain is
also composed of primary and secondary activities. The primary activities are procurement and inbound supply chain management, project design or fabrication, and project delivery or installation. All of these activities are directly responsible for creating the project’s facility, and therefore, project value. Secondary activities include the project infrastructure, management information, and human resource management systems.

The critical elements of the project infrastructure that enhance or optimize project value are cost management, scope management, schedule management, quality management, configuration management, and change control systems. Within the project infrastructure, cost management is an umbrella system that is concerned with all cost-related subsystems such as accounting and finance, and all cost-related activities such as project cost estimation, budgeting, and cost control.

### 12.2 PROJECT VALUE CHAIN ANALYSIS

The primary thrust of project value chain analysis is to help companies understand, without any ambiguity, how they can create and deliver the value that is most critical to the customer and their activities. A project organization that can successfully accomplish this goal has a clear competitive advantage. An important prerequisite of a successful value chain analysis is that the company has thorough knowledge of not only its own strengths and weaknesses, but also those of the potential customer. Armed with this knowledge, the project organization is better equipped to address the unique and critical needs of the customer’s business operations.
Performing a successful value chain analysis requires the following four steps:4

**Step 1: Construct a value chain that is unique to the customer**—Because each project is unique, the first step in developing a value chain is for the project organization to clearly understand its role in the customer’s value chain. To review, a project value chain consists of a sequential chain of activities that begins with acquisition of raw materials from suppliers, progresses through the development of the project, and concludes with the delivery of the completed project to the customer. While each activity in the chain has the potential to add value, the key role of the project organization in the value-adding process is to provide superior quality at lower costs and risks by effectively designing and fabricating the project facility.

To develop a meaningful value chain strategy, the project organization should be fully aware of the areas in which they can make the most significant contributions that will benefit the customer. This requires that the project firm clearly understand its own competitive strengths—the activities that the organization does well, and that can add value. For example, one project organization may use superior technology and design capabilities to add value to client operations, while another may enhance value by using global links to suppliers and distribution capabilities to acquire high-quality raw materials at a lower cost.

Conversely, the project organization also needs to understand its weaknesses—those activities that it does not do well relative to the competition. The key is to recognize areas where the project organization can best use its competitive strengths, instead of attempting every aspect of the client’s operations.

**Step 2: Identify the client’s value drivers**—At this step, value analysis should focus on identifying the activities and linkages of client operations that distinctly add value and are sources of competitive advantage for the client. For example, the focus should be on activities that enable the client to achieve a cost advantage or produce a distinctly unique product, which are value drivers that create differentiation. By focusing on the client’s value drivers, the project organization can develop project design choices that can provide the customer with maximum competitive benefits.

**Step 3: Clearly identify the weaknesses of the project organization**—To develop and deliver a successful project, it is necessary that the project
organization be superior in every aspect of the project. However, the project organization cannot provide value enhancement in every aspect of the client’s project—there will be areas in which the project firm is clearly not superior to the competition. The key is to recognize those activities in which the firm is inferior and operates at a competitive disadvantage, and to outsource them to those who can do them well. As long as the project organization can provide the client with a source of competitive advantage by engaging in activities where it can enhance value, while at the same time eliminating the sources of competitive disadvantage, the end result will be a successful project that can reap superior returns both for the client and the project firm.

Step 4: Target the activities and linkages that have the greatest impact on project value—In the final step of the project value chain analysis, the project organization and the client should come to clear understanding of the options and alternatives for activities where maximum value enhancement can be achieved, and for activities that require improvement. This will ensure that sources of competitive disadvantages can be eliminated. It is in this final step of value chain analysis that the project organization can set the stage for achieving project excellence. To do so requires two things: first, the project firm must view project success from the client’s perspective, instead of through the usual parameters of time, budget, and specifications. Second, the project firm must develop a partnership with the client so that it can play an active role in the success of the overall project, rather than playing the passive role of a contractor fulfilling a contractual obligation.

In this framework of a project value chain, subsequent sections of this chapter explore various issues and strategies for integrating cost and value in projects.

12.3 SOURCES AND STRATEGIES FOR INTEGRATING COST AND VALUE IN PROJECTS

There are several fertile areas that provide significant opportunities for enhancing project value while minimizing costs. While these were addressed in previous chapters, we are revisiting them to provide the necessary platform for developing appropriate strategies for project cost and value integration.
12.3.1 The Project’s Inbound Supply Chain

The inbound portion of the project supply chain that involves procurement of raw materials is extremely complex, with many tiers of suppliers. For many project organizations, materials and components purchased from outside vendors represent a large portion (as high as 60 percent) of the total cost of the project. Employing effective procurement strategies that focus on acquiring quality raw materials at a reasonable cost can significantly reduce the overall project cost while simultaneously adding value to the project value chain.

Strategies such as Supplier Kaizen, international sourcing, partnering based on trust, vendor development, information and risk sharing, long-term strategic alliances with suppliers, and integrating quality management activities of suppliers through total quality management (TQM) will significantly reduce procurement and inventory costs, shorten lead times, and improve the quality of purchased materials—all of which improve the value of the total project. In addition, the use of lean manufacturing techniques to achieve tighter integration with suppliers and just-in-time delivery of parts can facilitate reduction in raw material inventory costs and improved efficiency, thereby enhancing project value. These supply chain management strategies were discussed in detail in Chapter 10.

12.3.2 Project Design

The first attempt in creating project value originates at the project design stage, where the degree of success and the challenges in integrating cost and value depends, to a large extent, on the project’s complexity. The more complex the project, the more challenging is the task of integration. However, once integration is achieved, the reward to all project stakeholders is enormous. Regardless of the nature of the project, however, several strategies that have proven to be successful in the traditional manufacturing environment can be employed to enhance value and reduce cost. These appear in Table 12.1.

During the project design stage, performing value engineering can greatly facilitate project cost and value integration. Before delving any deeper into the use of this approach, however, a clear distinction needs to be made between value engineering and design engineering.
Table 12.1 Strategies for integrating cost and value

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Inbound supply chain management</td>
<td>Primary means to minimize costs through vendor management</td>
<td>Kaizen, international sourcing, reverse auctions, project partnering</td>
</tr>
<tr>
<td>2. Project design</td>
<td>Allows integration of cost and value through enhanced design, creative problem solving, and collaboration</td>
<td>Value engineering, concurrent engineering, Kano modeling</td>
</tr>
<tr>
<td>3. New product development</td>
<td>Links procurement and design to new product development, allows for gated reviews, rapid product modification response</td>
<td>Total quality management (TQM), Six Sigma, lean manufacturing, target costing</td>
</tr>
<tr>
<td>4. Project delivery management</td>
<td>Enhances value to customer through carefully managed delivery cycle</td>
<td>Life cycle costing, turnkey project management</td>
</tr>
</tbody>
</table>

When design engineers are presented with a project concept, they use their decision process to come to an understanding of the product that they think the customer wants. Based on this understanding, and using engineering principles, they generate a design for the product that they think is optimum for the customer. The decision process of design engineers, however, seldom utilizes functions, function logic diagrams, or value-based comparative analysis methods—even though any key parameter missed in the design may greatly affect customer satisfaction with the product. Also, design engineers focus primarily on efficient designs to keep project costs down. Consequently, these engineers may find an alternative design unacceptable, even though it may have the greatest potential to increase value.

The value engineering method, on the other hand, uses a value-based decision-making approach to ensure that resources such as time, money, and personnel expertise are directed toward the solutions that have the highest potential for meeting customer needs at optimum cost.
Furthermore, this method seeks to generate the largest number of creative solutions to broaden the potential for achieving better value.

For this reason, value engineering should be used in tandem with design engineering, because it provides appropriate checks and balances to the existing design process. In addition, at the completion of the design process, an approach that uses a combination of design engineering and value engineering analyses leads to project design that ultimately has the potential to integrate both cost and value while generating the optimum product that the customer wants.\(^5\)

**Concurrent engineering** is another potentially useful strategy for integrating cost and value in the project design phase. In a project context, concurrent engineering means bringing project design and development personnel together very early in the design process to simultaneously develop the design for the project and the process for completing the project. This concept can be further extended to create a cross-functional team that includes material specialists, marketing and purchasing personnel, suppliers, and even the customer. The objective, of course, is to come up with a project design that not only incorporates what the customer wants, but also factors into account the capabilities and constraints of the project organization and its suppliers.

There are several key advantages to this approach:

- The project team is able to identify, very early in the project lifecycle, resource availability and capabilities.
- The impact of the design on cost and quality aspects of the project can be understood very early, and potential conflicts can be greatly reduced further downstream, during the project development process.
- Aspects of design or procurement of critical tooling that may entail long lead times can also be identified early. This can have a very favorable impact on both the project schedule and cost.
- Early recognition of the technical feasibility of the design can prevent future problems during project development.

Clearly, the application of concurrent engineering during project design has considerable potential for defining and creating project value, while simultaneously providing opportunities for minimizing project life-cycle costs. In fact, the application of concurrent engineering can be carried out by the value engineering team that is responsible for integrating and optimizing project cost and value.
Finally, the **Kano model** of customer satisfaction shows great promise for integrating cost and value during project design. This model presents a unique way for classifying project design characteristics, based on how the customer perceives these characteristics and their effect on customer satisfaction. The Kano model, which appears in Figure 12.3, depicts the relationship between customer product needs and customer satisfaction.

In the Kano model, product design characteristics are classified into three categories: threshold attributes, performance attributes, and excitement attributes. In the context of a project environment, the **threshold (or “must-be”) attributes** are the basic “must have” characteristics in the design of the project. Any absence or deficiency in these characteristics will result in extreme customer dissatisfaction and diminished project value. For example, in building a house, a client has the right to expect the roof to keep out the rain, the heat to work, walls to remain upright, and so forth. Any enhancements to this basic functionality (frills) will only increase costs without any appreciable increase in customer satisfaction or project value, because the customer already expects them to be present.

**Performance ("one-dimensional") attributes** are those that the customer expects. Their presence results in customer satisfaction and their absence or deficiency will result in extreme customer dissatisfaction. These attributes are considered to have a straight, linear relationship between requirements and satisfaction. An example of a performance attribute is gas mileage on a new car. The better the mileage, the greater
the customer satisfaction; the worse the mileage, the less happy the customer will be with the car. The price that the customer is willing to pay for the project and the value delivered by the project are determined by the performance attributes.

Finally, excitement attributes often satisfy latent needs that the customer is not yet aware of, and often have the greatest effect on customer satisfaction. Because the customer may not expect them, including these characteristics in a product is likely to have a powerful positive impact on satisfaction. For example, a state-of-the-art sound system or GPS routing system may not be something the customer expects to find in the car she is considering purchasing, but both have the potential to profoundly affect her satisfaction with the product.7

A relatively simple approach that the project design team can adopt to implement the Kano model analysis is to ask the customer the two questions in Table 12.2 for each project design characteristic (“Kano model analysis,” www.ucalgary.ca).8

In general, for threshold (“must-be”) attributes, customers will likely have a “neutral” response to the first question. However, the response will be “dissatisfied” for the second question, because exclusion of these characteristics will severely impair the project’s functionality. Customer responses to these questions on performance or excitement attributes will lead to the inclusion or exclusion of project design characteristics. This information is ultimately used as a basis for deciding on whether sufficient value can be added to the product for the cost of including the feature.

Ultimately, the decision to include or exclude these attributes should be based on a well thought out cost–benefit analysis. In fact, for each

<table>
<thead>
<tr>
<th>1. How would you rate your satisfaction if the product has this attribute?</th>
<th>1. Satisfied</th>
<th>2. Neutral (OK)</th>
<th>3. Dissatisfied</th>
<th>4. Indifferent</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. How would you rate your satisfaction if the product does NOT have this attribute?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
characteristic the customer rates as important, asking the question, “How much additional cost are you willing to incur for this characteristic or more of this characteristic?” will help in making trade-off decisions. This can be especially important for performance attributes. Note that characteristics that receive “indifferent” responses from the customer should not be ignored outright, as they may be critical to the product’s functionality, or may be required for reasons other than customer satisfaction.

In a project environment, the Kano model is an extremely useful methodology for identifying customer needs, determining functional requirements, and concept development. When used in conjunction with value analysis, the model can play a vital role in integrating project cost and value.

12.3.3 Project Development

As we noted in Chapter 10, project development is where the project’s product is actually created. The extent to which project value is created and enhanced in this phase depends on the efficiency and effectiveness of the previous project phases—the procurement and project design phases. The extent of complexities and challenges encountered in the project development phase is largely determined by whether the project is relatively routine or highly complex. Regardless of complexity, using strategies like lean manufacturing techniques and applying stringent quality control procedures like Six Sigma and TQM can add value and reduce project costs by eliminating waste and unnecessary inventories, by improving process yields and process and product quality, and by shortening process lead times.

The application of lean manufacturing during the project development stage has the greatest potential to reduce project cost while maintaining desired project value. Lean manufacturing, however, is not a short-term process. Like TQM, it is a management philosophy and is a continuous improvement process that requires employee training, employee involvement, and employee empowerment. Lean manufacturing frequently utilizes a combination of techniques such as total cost management, concurrent engineering, team-based work arrangements, supportive supply chain relations, and integrated product development. The end results are increased process yields, reduction of waste in the form of reduced scrap, shorter process queues and smaller inventory, and elimination of costly waste streams.
With lean manufacturing, cost reduction and value optimization in the project development stage are facilitated by effective cost management that requires the use of three primary tools: interorganizational cost management, value engineering and value analysis, and target costing.

**Interorganizational cost management** requires total integration of the supply chain, which was discussed in Chapter 10. The key issue lies in adopting a “target costing” philosophy across the supply chain established to support the project. **Value engineering and analysis**, as discussed earlier in this chapter, offer a primary means for engineering, or creating value through product design and post-project analysis for enhancing future projects as they are developed.

**Target costing**, in a project context, can be defined as a systematic approach to planning the cost of the project at a specified functionality and quality, to generate a certain level of profit at the project’s anticipated selling price. Target cost is the total cost of the project, which includes direct costs, indirect costs, and life-cycle costs. Cost reduction approaches in target costing generally focus on reducing direct costs, because most cost management systems do not have an accurate way of determining indirect costs. Target costing should not be viewed simply as a tool for cost reduction and cost management, but as part of an overall profit management process. In fact, target costing should be an integral part of any project that involves the design of a new product. The specific steps in the target costing process are illustrated in Figure 12.4.

It can be seen from the figure that if target cost is greater than the estimated project cost, then no further analysis needed. On the other hand, if the target cost is less than the estimated cost of the project, a decision needs to be made as to whether or not to proceed with the project. The decision to continue with project development is appropriate if the options presented in Figure 12.4 can be implemented, with reducing the cost estimate as the most feasible alternative. This is where value engineering and value analysis can play vital role in the reduction of material procurement, engineering, and the manufacturing/development/construction costs of the project. The least desirable option is to scrap the project, but this may be the only recourse left to avoid any further losses.
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Set the target selling price for the project (based on the scope document and customer expectations)

Establish profit margin for the project (based on long-term profit objectives and the customer’s potential to generate future business)

Determine target cost for the project (based on target selling price and target profit margin)

Determine the cost estimate of the project (by using an appropriate cost estimation approach such as standard costing or parametric costing)

Is the target cost > the cost estimate?

YES
Accept cost estimate as target cost (stop the process)

NO
Consider the following alternatives and repeat the process
a. Increase target selling price
b. Reduce target profit margin
Reduce cost estimate by:
c. Reducing project development costs
d. Reducing supplier costs
e. Reduce project scope (e.g., reduced functionality) after negotiations with the client

Figure 12.4 Target costing process for a project

12.3.4 Project Delivery/Implementation

Project delivery offers its own set of challenges, depending on the nature of the implementation. Is it for an internal client? An external customer? To take advantage of a commercial opportunity? In cases, for example, where the customer is an external client, say, in the case of a large construction project, the actual project transfer represents a set of challenges and management issues that must be clearly understood. These challenges add an important dimension to the traditional, execution-based project life cycle that was thought to rapidly “ramp down” once the project had been developed. In other words, the tacit implication was that the project’s challenges were generally mastered by the time of its
termination, including transfer to the client. We know, in fact, that the delivery stage is in itself critical and a phase that must be carefully managed for project success.

Turnkey project management is an example of this perspective. **Turnkey projects** are defined as those in which the contractor provides a completed facility that includes all items necessary for use and occupancy. The result is an expansion of the project development life cycle, a phenomenon that Peter Morris has termed, “the management of projects,” in recognition that it replaces the traditional, execution-based perspective on managing projects for immediate development and transfer.¹²

While this enhanced involvement in development and transfer increases the risk to the project organization, from a project value chain perspective, it also has the potential to enhance the value delivered by the project. At the same time, it presents the project organization with an entirely new set of challenges in that it is no longer enough to hand the completed project over to the satisfaction of the customer. Instead, the project needs to continue to deliver value to the customer throughout its life. This creates some serious cost implications for the project organization, which now has to contend with project costs not only from concept development to implementation, but for the entire project life cycle. This situation underscores the importance of decisions made during the early stages of the project, where they can have a significant impact on the overall value delivered by the project, as well as its life-cycle costs. An important tool for dealing with the cost and value implications in this “new world” of project delivery and implementation is project life-cycle costing analysis.

### Life-cycle Costing

**Life-cycle costing** (LCC) is “a general method of economic evaluation which takes into account all relevant costs of a building design, system, component, material, practice or project over a given period of time, and adjusting for differences in the timing of those costs.”¹³ Life-cycle costing models can be used to track the costs of development, design, manufacturing, operations, maintenance, and disposal of a system or project facility over its useful life. These models relate cost components as a function of some independent or explanatory decision variables.
This relationship, known as a cost estimating relationship (CER), can be used to analyze the effect of changing the decision variables on one or more of these cost components, such as analyzing the effect of work design on labor costs. For example, in a project environment, we are aware that the slope of the learning curve depends on the type of manufacturing technology employed. A CER can help design engineers choose the most appropriate technology, as illustrated below:

Assume that Technology X incurs a lower labor cost to produce the first unit, but has a slower learning rate than Technology Y. All other things being equal, the choice of technology depends on the number of units to be produced and the cost of capital. If a smaller number of units are to be produced, then Technology X is the preferred choice as the labor costs are lower in the earlier stages of the corresponding learning curve. Also, if the cost of capital is high, Technology X might be preferred, since it displaces a substantial portion of the labor cost into the future. On the other hand, if a large number of units need to be produced, then employing Technology Y makes better sense.

What this example illustrates is that the importance of LCC models increases when the proportion of manufacturing, operations, and maintenance costs is greater than the proportion of design and development costs over the lifetime of the project.

Life-cycle costing models are particularly useful in the early stages of a project life cycle, when a number of alternatives exist, and the selection of an alternative has a noticeable influence on the total life-cycle cost. At the beginning stages of a project, LCC models provide a mechanism for evaluating alternative designs. Later, as work progresses on the project, these models can be used to evaluate proposed engineering changes. Through the diligent and proper use of LCC models, project engineers and managers can choose alternatives so that the life-cycle costs of the project are minimized while the required project value is maintained.

Life-cycle costing models are subject to the greatest degree of uncertainty at the outset of the project, during the conceptual design phase. This is because very little is known about the project, the activities required to design and develop the project, and the maintenance philosophy to be employed. This uncertainty declines as the project evolves and
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additional information becomes available. The two major uncertainties that LCC model developers encounter are the following:

Type 1: Uncertainty regarding the cost-generating activities during the project life cycle

Type 2: Uncertainty regarding the expected cost of these activities

Type 1 uncertainty is present in the case of a brand new project, for which few or no historical data exist. An example of this is the U.S. Space Station, where maintenance practices can be finalized only after sufficient operational experience is accumulated. This has led to a high level of uncertainty with respect to maintenance requirements for the equipment, as well as procedures for operating and maintaining launch vehicles and supporting facilities. As a result, the reliability and dependability of these systems are being carefully studied to determine the required frequency of scheduled maintenance.

The accuracy of LCC models where this type of uncertainty is present is relatively low, implying that their benefits may be somewhat limited to providing a framework for enumerating all possible cost drivers and promoting consistent data collection efforts throughout the life of the system. But even if this were the only use of the model, benefits would accrue from the available data when the time came to upgrade or build a second-generation system.

The second type of uncertainty (Type 2) is common to all LCC models; examples include future inflation rates, expected efficiency and utilization of resources, and failure rate of system components.

Analysts building LCC models should always trade off the desired level of accuracy with the cost of achieving that level. In the case of engineering projects that typically deal with improvement in existing systems, or the development of new generations of existing systems, it is possible to increase the accuracy of cost estimates by investing more effort in collecting and analyzing the underlying data.

Finally, LCC models should include all significant costs that are likely to arise over the project life cycle. This makes it imperative to develop an appropriate scheme to classify and structure cost components, based on the logical design of the project, familiar management concerns, and supporting data requirements. While a number of classification systems are available—including the cost accounting classification system, cash flow classification system, and work breakdown structure classification system—we will discuss a cost classification system that is based on the five phases of the project life cycle. In general, however, the particular
classification system to be used depends on nature of the project, and the most appropriate one for a given project may combine the best features of several.

12.3.5 Costs of Project Life Cycle Employing the LCC Model

1. *Cost of the conceptual design phase*—This category highlights the costs associated with early efforts in the project life cycle, including feasibility studies, configuration analysis and selection, systems engineering, initial logistic analysis, and initial design. The costs in this phase usually increase with the degree of innovation involved, and are especially expensive for projects aimed at developing new technologies. Examples of such projects would include development of a new drug for AIDS, or the development of a permanently manned space station.

2. *Cost of advanced development and detailed design phases*—In this phase, the cost of planning and detailed design is presented, including the product and process design, preparation of final performance requirements, preparation of the work breakdown structure, schedule, budget and resource management plans, and the definition of procedures and management tools to be used throughout the life cycle of the project.

3. *Cost of the production phase*—The costs in this phase include costs associated with constructing new facilities or remodeling existing facilities for assembly, testing, production, and repair. Other costs included in this phase are the actual costs of equipment, labor, and material required for operations, as well as blueprint reproduction costs for engineering drawings and the costs associated with documenting production, assembly, and testing procedures.

4. *Cost of operating and maintaining the project facility*—This category identifies the costs surrounding the activities performed during the operational life of the project. These include the cost of personnel required for operations and maintenance, together with the cost of energy, spare parts, facilities, transportation, and inventory management. Design changes and system upgrade costs also fall into this category.

5. *Cost of divestment phase*—This category identifies costs that would be incurred when the useful life of the project’s facility has expired and must be phased out. Parts and subassemblies must be inventoried,
sold for scrap or discarded, and, in some cases, it is necessary to take the system apart and dispose of its components safely.

The relative magnitude and timing of these cost components will vary from project to project. For example, in the case of research and development projects, the conceptual and advanced design phases may account for 50 percent of the life-cycle costs, whereas in other routine projects these two phases may account for only 30 percent of the life-cycle costs. Unfortunately, space limitations prevent us from presenting a detailed discussion of the actual steps involved in developing a LCC model. Interested readers, however, can use the references to learn more about it.

In summary, the life-cycle costing approach has great promise in integrating cost with project value as it looks at the entire project value chain in minimizing the total life-cycle costs of the project, while maintaining its value to the customer.

12.4 INTEGRATED VALUE AND RISK MANAGEMENT

In Chapter 8, we discussed in some detail the relationship between project value and project risk. Here, we reexamine this relationship from the perspective of project value and cost integration.

There are two important requirements for project success: to deliver value by way of meeting the needs of clients at the price they are willing to pay, and to minimize the impact of inevitable risks that can adversely affect project outcomes. The first requirement can be met by value management, which provides an effective way to maximize project value as defined by client requirements. The second requirement for project success is fulfilled by risk management, which provides an effective process for managing project risks.

Combining these two separated management processes into a single, formal integrated process is an excellent strategy that can maximize project value and return on investment while reducing uncertainty. As an integrated whole, these two processes provide the following conditions that are conducive for project success:

1. Clarity of purpose—Value management provides the mechanism to clearly identify long-term project objectives in terms of benefits to the client. Risk management paves the way for the project team to minimize the uncertainty in delivering these benefits.
2. **Leadership and culture**—The two processes together promote leadership by providing a well-defined decision-making structure to maximize value and minimize risk. They also promote a culture for all project stakeholders to work together for a common goal.

3. **Communication**—Because both value and risk management require extensive consultation, effective communication channels are established that further improve decision making and problem resolution.

4. **Realistic and affordable budgets**—Clear identification of project objectives with full understanding of project risks facilitates establishment of realistic and achievable budgets. This, in turn, enables the value and risk management processes to proactively manage the project supply chain to deliver the required quality of materials and the final project facility within budget.

5. **Effective procurement**—The integrated process provides a project risk profile that enables the allocation of risk to those parties in the project supply chain who are best equipped to manage them, and provides the basis for selecting the most effective procurement strategy.

6. **Meeting project completion deadlines**—Adoption and application of the integrated value and risk management process from the very outset of the project provides adequate time to complete project design and preparation activities before a commitment is made to the construction of the project facility. This enhances the ability of the project team to accurately predict completion dates.

7. **Efficient project delivery**—The integrated process provides the structure for optimum delivery processes that lead to performance improvements, in terms of reduction in abortive time and waste during project design and construction activities. In this way, the integrated process not only provides a clear articulation of project objectives, but also maximizes efficiency in terms of cost, time, and quality.

---

**Case Study: New Product Development at PING Golf, Inc.**

One of the top performers in the golf equipment industry, PING Golf has long been known for their innovative designs and attention to quality. The golf equipment industry is generally defined as including (1) hard goods—golf clubs, including irons, wedges, putters, and fairway metals and drivers; (2) soft goods—clothing, bags, towels and ancillary equipment; and (3) golf balls. PING, headquartered in Phoenix, Arizona, is a privately-held company that
competes in the hard and soft goods categories and generally ranks in the
top five manufacturers annually for revenues.

In recent years PING has sought to find new methods for improving new
product development, including speed to market for new products, while
minimizing the risk of product failures. The golf equipment industry thrives
on new products and most golf club life cycles are generally thought to last
no more than three years. Thus, a steady supply of new product designs
and introductions is critical for continued success in this highly competitive
market.

PING is one of the first golf equipment manufacturers to streamline its
development cycle through the use of finite element analysis and design
modeling, using sophisticated computer technologies. Traditionally, all new
product ideas were first designed and then prototyped, after which they
went through extensive and rigorous testing to determine if the design was
viable, if it demonstrated strong performance characteristics, and if it could
be developed for a reasonable cost. This development cycle was lengthy and
made it difficult to bring new products to market at a reasonable rate. Finite
element analysis, on the other hand, employs a supercomputer and on-screen
design and simulated testing. In short, all new designs can be tested through
computer simulations to determine performance characteristics before they
are ever developed as prototypes, saving PING money and, more critically,
time to market. John K. Solheim, Vice President of Engineering, refers to this
process succinctly as, ‘‘Test, then Design.’’

PING has successfully integrated project value and risk management
through streamlining its development process, eliminating unnecessary steps
and bottlenecks, as it created a new product development process that is
both efficient and cost-effective. The results are clearly evident in PING’s G5
series of irons and fairway metals being rated the #1 selling irons and driver

Referring to this ‘‘Test, then Design’’ approach, Solheim noted: ‘‘We want
to test the ‘physics’ of a principle and understand the variables and the
relationship between those variables. Once we understand this ‘knowledge
landscape,’ then we can design with confidence. The reverse of this is to pick
a design geometry and test it to see if it works. In our paradigm of testing the
physics first and designing within the parameters we know work, our designs
are much more reliable in terms of quality and performance.’’

12.5 THE PROJECT COST AND VALUE INTEGRATION
PROCESS

There are some essential prerequisites to the process of integrating project
cost and value. First, it requires a team approach, with representation
from all project stakeholders, including the client, project team, designers,
people responsible for implementing the project facility, and all potential users. In essence, the team should be composed of all stakeholders who are knowledgeable about the project and have decision-making authority. It would helpful at this stage to bring the team together for “creative” workshops to generate ideas for integration. Second, the team should be willing to think “out of the box,” utilize imagination, and forego the penchant to exercise pet solutions. Third, the team should focus on overall project objectives, targeting only those areas that are likely to yield maximum benefits. Finally, the team should be led by an experienced, cost-oriented project management facilitator.

The objective of project cost and value integration is to obtain, for each activity selected for analysis, the optimum value for every dollar spent. The process involves a sequence of five steps.\textsuperscript{16}

1. \textit{Generate information}—The objective of this step is to come up with an information base, or “cost model,” and to select areas or activities in the project for detailed study. For each project activity, information should be generated by asking the following questions:

- What is the exact nature of this activity?
- What is the activity intended to accomplish?
- What is the cost of performing this activity?
- What is the potential value generated by this activity? (i.e., is this activity necessary?)
- Is there another alternative than to do the same job, and at what cost?

Some of the techniques that can be useful in answering these questions are functional analysis and cost–benefit analysis.

2. \textit{Generate alternatives}—The objective of this step is to generate creative alternative solutions. For each project activity, think about alternative ways of meeting the same requirements or performing the same functions. Brainstorming sessions by the project cost and value integration team can generate many new ideas.

3. \textit{Perform analysis}—The objective of this step is to evaluate each of the alternatives generated in the previous step, culminating in the selection of the one that presents the best combination of cost savings and required value. The appropriate questions to ask at this stage are

- What is the cost of each alternative?
• Which of the alternatives will meet essential functionality requirements?
• Which will meet essential functions and still offer the greatest cost savings?

One of the most useful techniques that can be employed at this stage is the life-cycle costing approach discussed earlier in this chapter.

4. **Generate a proposal**—The objective of this phase is to present the best sets of alternatives for achieving cost and value integration to appropriate decision makers. An important caveat in this step is to create a proposal that is most convincing, and to present it in the most effective way possible. A combination of techniques, such as narrative reports, schematic displays, graphic illustrations, and video clips of similar installations can be used to accomplish this.

5. **Issue a final report**—Finally, at the last stage it is important to define and, if possible, quantify the results in terms of which recommendations were actually approved and implemented. Techniques such as standardized comparative reporting can be useful in generating the final report.

In the final analysis, integrating cost and value in a project cannot be viewed as a short-term, quick-fix solution. It is an ongoing improvement process that requires the total commitment of all project stakeholders, and, in particular, the commitment of the project organization’s top management. To accrue long-term benefits, the process should be started very early in the project and should continue throughout its life cycle.

In other words, as we have attempted to show, cost and value management do not begin with the commencement of the actual project planning and execution. Rather, the seeds for successful cost and value management are sown much earlier in the project’s life, during procurement and supply chain development, and they run well past the point of project completion. In fact, cost and value management involve a number of critical delivery activities as the project is transferred to its intended users. Thus, in understanding project cost and value management, it is first important to adjust our thinking toward Morris’s “management of projects” paradigm.
Likewise, it is critically important to understand that successfully managing for value requires us to embrace a systems thinking perspective. Certainly, we can find ways to occasionally “save money” on our projects, or find features that add value as we move through a development cycle. However, the theme of this book is to avoid a disconnected, fragmented mindset that treats cost and value management as issues to be addressed when it’s convenient to do so.

The key is to understand that a model for cost and value management in projects involves a systematic, life-cycle philosophy based on their integration and used as an ongoing feature. This book has been our attempt to offer just such a framework for systematically integrating these two critical elements in successful projects: cost management and creation of value. An unyielding commitment to this process is vital for developing the kinds of projects that will provide our firms with a decided competitive advantage.
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